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Abstract 

This paper addresses the challenge of creating a net-
work of semantic relations for languages which do not 
have the resources of investment and manpower 
which have allowed the development of resources like 
WordNet for English.  We first present a pilot study in 
this area which used a well-established pattern-based 
method to extract semantic relations from an Icelandic 
monolingual dictionary. This proved to have a good 
success rate for ten semantic relations. We then pre-
sent a newly funded project which aims to extend and 
adapt this methodology for use with unstructured 
tagged corpora. We hope that this will allow the 
largely automated development of the target semantic 
resources. 

1 Introduction 

Although Icelandic language technology (LT) 
has taken great strides forward in the last ten 
years (Rögnvaldsson 2008), there are as yet no 
specifically LT-oriented semantic resources for 
Icelandic.  However, Iceland has a rich lexico-
graphic tradition which provides an excellent 
starting point for the development of such se-
mantic resources.  A pilot study in the exploita-
tion of lexicographic material for the extraction 
of semantic relations has already been performed 
by Nikulásdóttir (2007) for Icelandic, building 
on classic studies for English (Alshawi 1987; 
Chodorow et al. 1985; Markowitz et al. 1986; 
Nakamura and Nagao 1988) and more recent 
work on Basque (Agirre et al. 2000). The pilot 
study gave promising results, with 94.77% of the 
analysed definitions being correctly or partly cor-
rectly analysed. A Grant of Excellence has just 
been awarded by the Icelandic Research Fund to 
the project “Viable Language Technology be-
yond English – Icelandic as a test case” (hereaf-
ter VLT), the first work package of which aims 
to extend Nikulásdóttir´s work in developing a 

semantic network for Icelandic. We hope that the 
resources developed and the experience acquired 
in this project will i) lay the foundation for the 
development of a WordNet-like (cf. Fellbaum 
1998) resource for Icelandic, and ii) serve as 
guidelines for other less-resourced languages for 
automatically extracting semantic relations. 

Sections 2 to 4 of this paper offer an overview of 
Nikulásdóttir (2007). Nikulásdóttir used defini-
tions in the 2002 3rd Edition of Íslensk orðabók 
‘Icelandic Dictionary’ (henceforth ÍO) for her 
pilot study. Section 2 describes the characteristic 
format of noun definitions in the dictionary (2 
main formats) and the issues that relate to these 
definition formats. Section 3 reviews ten seman-
tic relations which were automatically extracted 
from definitions of nouns in ÍO: hypernyms, 
synonyms, holonyms, meronyms, verbal en-
donyms, adjectival endonyms, attributes, bio-
logical family, equivalences, and references. In 
Section 4, the results of the automatic extraction 
process are evaluated. The 94.77% success rate 
of the automatic extraction provides an encour-
aging basis for further work. However, practical 
considerations for a less-resourced language like 
Icelandic require the ability to extract semantic 
relations from large corpora of free text. The 
newly-funded VLT Project aims to develop 
methodologies to address this issue by supple-
menting the pattern matching methodology of the 
pilot study with latent semantic and co-
ordination techniques and established statistical 
methods.  This is discussed in Section 5. 

2 Definition Formats in the Icelandic 
Dictionary 

Definitions of nouns in monolingual dictionaries, 
such as ÍO, use certain syntactic patterns repeat-
edly in the formulation of particular kinds of 
definition (Geeraerts 2003: 89). It is therefore 
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possible to exploit the correlation between syn-
tactic patterns and semantic relations for auto-
matic extraction. The most common formats for 
noun definitions in ÍO are a) synonym definitions 
or synthetic definitions and b) a paraphrase, in-
cluding genus proximum and differentias specifi-
cas (cf. Geeraerts 2003: 89). The use of the term 
genus proximum is, however, not unproblematic, 
since it should refer to the closest taxonomical 
hypernym. The head noun in a definitional para-
phrase in a dictionary does not necessarily fit to 
that description, even if it represents a hypernym 
(Wiegand 1989: 548). We prefer to describe the 
paraphrasal definition as including a hypernym 
with features that distinguish the lemma from its 
co-hyponyms. 
 

a) synonym definition: 
fagnaður 1 ánægja, gleði 
joy 1 pleasure, gladness 

b) a paraphrase: 
breiðband breitt tíðnisvið [gen. 
prox.] notað til fjarskipta, [...] 
broadband a broad frequency range 
used for telecommunication, [...] 

 
In the ÍO database, definitions are segmented 
with regard to meaning items. A meaning item is 
a subpart of a definition serving various lexico-
graphic functions (N.B. a definition may com-
prise just one meaning item). The following 
definition for example includes three meaning 
items: 
 

dílaburkni [1] íslensk burknategund [2] 
(Dryopteris assimilis) [3] af þrílaufungsætt, 
með fjaðurskiptum blöðum, vex í gjám og 
kjarri 

... [1] an Icelandic species of fern [2] 
(Dryopteris assimilis) [3] of the three-
leaved variety, with feathered leaves, grows 
in crevices and thickets 

 
319 different functions are defined for meaning 
items in ÍO, 22 of which are exploited in the pre-
sent study. For instance, meaning item [1] for 
dílaburkni provides the relation of hypernym to 
burknategund but meaning item [2] is discarded 
as it does not contain Icelandic lexemes. 
All relevant meaning items were tagged for part 
of speech (POS) with the TnT statistical POS-
tagger from Brants (2000), which had been 
trained on Icelandic data. We only used the word 
class information from the tagger, except for 
nouns, where case tags were included as well. 

This resulted in 106,977 POS-tagged meaning 
items. The method showed here was developed 
assuming that the first POS of a meaning item is 
an important indicator of what semantic relations 
are likely to be included in the meaning item and 
how these can be extracted. The vast majority of 
the meaning items start with a noun, 68.51%. Of 
these items 48% consist of only one noun. The 
second largest group of meaning items comprises 
those starting with an adjective, 13.73% of all 
analysed meaning items. All POS-tags were ex-
tracted from the items to build POS-patterns. 
These are named according to the first POS-tag, 
e.g. patterns extracted from items starting with a 
noun are called N_Patterns.  
 

3 Extraction of semantic relations 

After analysing the five most important groups 
of patterns, including those starting with a noun, 
an adjective, a pronoun, an adverb and a verb, 
algorithms for extracting semantic relations were 
developed. As indicated above, the algorithms 
begin with the first POS-tag of the definition, in 
order to narrow down the range of possible se-
mantic relations. Every pattern-group is then 
analysed in a specific way, searching for POS-
patterns or lexicosyntactic patterns indicating a 
semantic relation (cf. Hearst 1998). One aim of 
the analysis was to extract as many kinds of rela-
tions as possible, so that the success of using this 
methodology on different relation types could be 
evaluated. The study was therefore not limited to 
one or two relations, such as hypernymy and 
synonymy. All in all, ten relations were ex-
tracted, including equivalence and references, 
which are also marked in the ÍO database.  These 
relations are reviewed next. 

3.1 Hypernyms 

As described in 2, the typical paraphrasal dic-
tionary definition includes a hypernym of the 
lemma. Among the patterns indicating a hy-
pernym are: 
  

(1) adj noun  
(2) adj (,|conj) adj noun 
(3) noun .+ 

 
In all cases  noun represents the hypernym: 

 
 spenna ótryggt (adj) ástand (noun) 
 (tension precarious situation) 
 hypernym(spenna, ástand) 

2



 
The pattern noun .+ (i.e. noun plus anything) 
has several exceptions, where e.g. synonyms or 
more than one hypernym are extracted.  

3.2 Synonyms 

Normally, in dictionary definitions of nouns 
which consist of one noun or a list of nouns, each 
noun in the definition is a synonym of the 
lemma: 
 
 meiðing barsmíð, líkamsárás  
 beating-up thrashing, physical assault 
 
The synonyms extracted in this way are rarely 
absolute synonyms and can have quite different 
connotations. This is characteristic of the general 
problem of synonymy. Cruse (1986:88) defines 
propositional synonymy as the relation between 
two syntactically identical words which, when 
interchanged in the same context, will not change 
the proposition of the corresponding sentence. In 
WordNet, synonymy is defined as the relation 
between words that are substitutable in some 
contexts (Miller 1998: 24). Synonymy could thus 
be seen as propositional synonymy where the 
substitutability only has to be valid in some con-
texts. 
Despite this broad definition of synonymy, not 
all definitions that have the format of a synonym 
definition (cf.  Section 2) can be seen as contain-
ing synonyms but rather represent a hypernym-
hyponym relation: 
 
 garg fuglahljóð 
 screech a bird-sound 
 
In this case an underlying “is-a-kind-of” is not 
explicitly expressed. 
In the ÍO database, the meaning items of defini-
tions in this style are mostly marked as equiva-
lences. This is a misleading term, since equiva-
lences normally hold between words in two dif-
ferent languages. 

3.3 Equivalences and references  

As stated in 3.2, there is a meaning item in ÍO 
labelled as “equivalence”. An equivalence should 
consist either of a noun or a listing of nouns, rep-
resenting synonyms of the lemma. This prescrip-
tion has not however been followed consistently 
in ÍO. Sometimes equivalences represent hypo- 
or hypernyms and even complex sentences are 
occasionally marked as equivalences.  

ÍO also independently labels “references”, which 
are meaning items containing one noun or a list 
of nouns, somehow semantically related to the 
lemma. Randomly selected references repre-
sented hyponymy, hypernymy, antonymy and 
meronymy. 
As equivalences and references are independ-
ently labelled in ÍO and are inconsistent in se-
mantic type, they are simply extracted by label 
(and only if they contain only nouns, which are 
the target of this study). 

3.4 Holonyms and meronyms 

Holonyms are extracted where, in a first run, a 
hypernym hluti (‘part of’) has been recognized. 
In these definitions, the hypernym is rejected and 
the next noun is extracted as a holonym of the 
lemma: 
 
 fingurgómur fremsti hluti fingurs [...] 
 fingertip the foremost part of a finger  
            holonym(fingurgómur,fingurs) 
 
The lexico-syntactic pattern indicating 
meronymy is: 

noun(, noun )*og noun.*  
 

where all nouns are meronyms of the lemma. 
The extracted meronyms are of different kinds: 
‚X is part of Y’, ‚X and Z build Y’ (bride and 
groom build a bridal couple), to be a Y includes 
being X and Z’ (being a troubadour includes 
being a poet and a musician). Another kind of 
relation related to meronymy is the member-
group relation. As with holonyms, an extracted 
hypernym is tested to look for a member-group 
indication. If it is the word hópur (‚group’) it will 
be rejected and the next noun extracted as the 
members of the group named by the lemma: 
 
 leshringur hópur fólks sem  [...] 
 reading group group of people that [...] 
 member(leshringur, fólks)  

3.5 Verbal and adjectival endonyms 

Sometimes nouns are paronyms of verbs or 
adjectives, which in turn constitute endonyms of 
the corresponding nouns (cf. Cruse 1986). These 
nouns are often defined in terms of the 
endonyms. 
 
 íhugun (n) íhuga (v) 

consideration consider 
 björgun (n) bjarga (v) 
 rescue  rescue 
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 frægð (n) frægur (adj) 
 fame  famous 
 heiðarleiki (n) heiðarlegur (adj) 
 honesty  honest 
 
In some cases the extracted endonym is not mor-
phologically related to the noun, but it still has 
the analogous semantic relation: 
 
 eftirför (n) elta (v) 
 chase  chase 
 
The basic patterns for the extraction of en-
donyms are: 
 

(1) það að verb 
that to  

(2) noun adv conj verb 
(3) það að vera adj(, adj)* 

that to be  
(4) e-ð adj.* 

sth. 

3.6 Attributes 

The extracted attributes do not correspond to at-
tribute slots like SIZE or COLOR; they are in 
fact attribute values, like big or red. These pro-
vide valuable semantic information and can be 
used as a basis of differentiation between co-
hyponyms. Another benefit of the attributes is 
the possibility of grouping co-hyponyms that 
have the same attribute, thus allowing extraction 
of synonymy or near synonymy that would oth-
erwise have been hidden, as shown in table 1. 

 
Lemma Attribute Hypernym 
skella hávær (loud) stúlka (girl) 
glumra hávær stúlka 
bjalla hávær stúlka 
heimasæta ógift (unmarried) stúlka 
yngisstúlka ógift stúlka 
ungfrú ógift stúlka 

Table 1: lemmata with the same attribute and 
the same hypernym can be grouped to build a 
potential synset 

 
The patterns used to extract attributes are the 
ones starting with an adjective: 
 

(1) adj (adj)? noun.* 
(2) adj (,|conj) adj noun.* 

3.7 Biological family  

Definitions of lemmata from the categories of 
flora and fauna often include encyclopaedic in-
formation additionally to a hypernym and an at-
tribute. From these definitions the name of the  
biological family of the animate being denoted 
by the lemma can be extracted: 

 
grænlilja íslensk plöntutegund (Orthilia 
secunda) af vetrarliljuætt 
...  an Icelandic plant species (Orthilia 
secunda) of the wintery lily family 

family(grænlilja, vetrarliljuætt) 
hypernym(grænlilja, plöntutegund) 
attribute(grænlilja, íslensk) 

4 Evaluation 

The analysis tool is called “MerkOr”, from Ice-
landic merking (‘meaning’) and orð (‘word’). 
The results of MerkOr’s analysis of ÍO include 
116,446 semantic relations between a lemma and 
a word included in its definition, with equiva-
lence as the most frequent relation extracted. Ta-
ble 2 shows the extracted relations, ordered by 
frequency: 
 
Relation Number extracted
Equivalence 51,390 
Hypernym 43,066 
Attribute 12,771 
Biological family 2,817 
Reference 2,140 
Endonym - verb 1,286 
Synonym 1,201 
Meronym 731 
Endonym - adj 662 
Holonym 382 
TOTAL 116,446 
 Table 2: Extracted relations by frequency 
 
Note, however, that the equivalence and refer-
ence relations were extracted by the item number 
in the ÍO definition and not by pattern matching. 
If these two relations are excluded then there are 
eight relations extracted 62,916 times, with hy-
pernyms being the largest group. 
The first results of MerkOr are promising. First, 
from a high percentage of the definitions, at least 
one semantic relation was extracted. Table 3 
shows this data. 
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 Total Relation extracted 
Definitions 77,348 96.45% 
Meaning items 106,977 92.61% 
 Table 3: Analysed definitions and meaning items 
 
A random selection of 1,034 definitions (about 
1.34% of the total) was manually analysed as a 
gold standard against which the MerkOr results 
could be tested. The evaluation was run with re-
spect to whole definitions rather than individual 
meaning items, as this information was thought 
to be more useful for dictionary makers. MerkOr 
extracted semantic relations from 957 of the 
definitions in the gold standard (92.55% extrac-
tion rate). The evaluation measures are defined 
as follows: correct indicates that all possible se-
mantic relations are identified and no impossible 
relations are identified; partly correct indicates 
that some but not all possible relations are identi-
fied and also that no impossible relations are 
identified; false indicates that at least one impos-
sible relation is indentified. Table 4 shows the 
test results. 
 
correct 82.13% 
partly correct 12.64% 
false 5.22% 
correct + partly correct 94.77% 

 Table 4: Accuracy of MerkOr for definitions 
 
All in all 94.77% of the analysed definitions 
were correctly or partly correctly analysed.  This 
is an encouraging result; the next question, how-
ever, is whether this methodology can be ex-
tended to free text. 

5 Grant of Excellence – a database of 
semantic relations 

Given the limited resources (people and money) 
in a small language community like Iceland, it is 
essential to develop LT modules in efficient 
ways. This is especially true for an extensive 
project like the development of a semantic data-
base. Existing hand-built resources such as 
WordNet have been decades in the making; for 
Icelandic there is little alternative but to adopt 
and adapt more automated methodologies, such 
as those outlined above.  
Building on these results, we aim to develop 
methods for extracting semantic relations from 
unstructured Icelandic texts, using lexico-
syntactic patterns. As in the ÍO-project, we will 
strive for the extraction of both lexical and ency-
clopaedic relations. Such work requires vast 

amounts of tagged text and just such resources 
are being developed at the Árni Magnússon Insti-
tute for Icelandic Studies (Helgadóttir 2004). 
The central pattern-based methodology will be 
extended with other techniques such as latent 
semantic analysis and coordination information 
(cf. Cederberg and Widdows 2003, Snow et al. 
2005) and tested against established statistical 
methods for automatic thesaurus construction (cf. 
Grossman and Frieder 2004).  
A tool with a graphical user interface will be de-
veloped that allows for manual corrections and 
extensions of the automatically extracted rela-
tions.  

6 Conclusions and future work 

Nikulásdóttir (2007) shows that automatic ex-
traction of semantic relations from a monolingual 
dictionary works well for Icelandic. The chal-
lenge is to extend this work and test the feasibil-
ity of applying a similar approach to free text 
from a tagged corpus of Icelandic. This will be 
the task undertaken as part of VLT,  the recently-
awarded Grant of Excellence. We hope that this 
work will lay the foundation for the development 
of a WordNet-like resource for Icelandic. 
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Abstract

SALDO is a free full-scale modern
Swedish semantic and morphological lex-
ical resource intended primarily for use in
language technology applications. In this
paper we present our work on SALDO,
compare it with some other lexical-
semantic resources – Wierzbicka’s Natural
Semantic Metalanguage, Princeton Word-
Net, and Roget-style thesauruses – and
discuss some implications of the differ-
ences.

1 Introduction

SALDO, or SAL version 2, is a free modern
Swedish semantic and morphological lexicon. The
lexicon is available under Creative Commons
Attribute-Share Alike license and LGPL 3.0.

SALDO started asSvenskt associationslexikon
(Lönngren, 1992) – ‘The Swedish Associative
Thesaurus’, a so far relatively unknown Swedish
thesaurus with an unusual semantic organization.
SAL has been published in paper form in two re-
ports, from the Center for Computational Linguis-
tics (Lönngren, 1998), and the Department of Lin-
guistics (Lönngren, 1992), both at Uppsala Uni-
versity. Additionally, the headwords and their ba-
sic semantic characterizations have been available
electronically, in the form of text files, from the
very beginning.

The history of SAL has been documented by
Lönngren (1989) and Borin (2005). Initially, text
corpora were used as sources of the vocabulary
which went into SAL, e.g., a Swedish textbook for
foreigners and a corpus of popular-scientific arti-
cles. A small encyclopedia and some other sources
provided the large number (over 3000) of proper
nouns found in SAL. Eventually, a list of the
headwords fromSvensk ordbok(SO, 1986) was
acquired from the NLP and Lexicology Unit at

the University of Gothenburg, and the second pa-
per edition of SAL (Lönngren, 1992) contained
71,750 entries. At the time of writing, SALDO
contains 76,750 entries, the increased number be-
ing because many new words have been added, but
also because a number of entries belong to more
than one part of speech or more than one inflec-
tional pattern (there are currently 73,909 distinct
semantic units in SALDO).

The work described here first started in late
2003, when Lars Borin and Lennart Lönngren ini-
tiated a collaboration aiming at making SAL avail-
able for online browsing through Språkbanken
(the Swedish Language Bank at the University of
Gothenburg). In 2005, a computational linguis-
tics student made a prototype graphical interface
to SAL (SLV – Språkbanken Lexicon Visualiza-
tion; Cabrera 2005). Using this interface, Lennart
Lönngren was able to revise a considerable num-
ber of entries with respect to their semantic char-
acterization, so that SALDO is in this respect no
doubt a new edition of SAL, i.e., also as a seman-
tic lexicon.

We soon realized, however, that in order to
be really useful in language technology applica-
tions, SAL would have to be provided at least with
inflectional morphological information. Thus the
work on SALDO began.

2 SALDO: a Semantic Lexicon

As a semantic lexicon, SALDO is a kind of
lexical-semantic network, superficially similar to
WordNet (Fellbaum, 1998), but quite different
from it in the principles by which it is structured.

The organizational principles of SALDO con-
sist of two primitive semantic relations, one of
which is obligatory and the other optional. Ev-
ery entry in SALDO must have amother(or main
descriptor), a semantically closely related entry
which is more central, i.e., semantically and/or
morphologically less complex, probably more fre-
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quent, stylistically more unmarked and acquired
earlier in first and second language acquisition,
etc.1 The mother will in practice often be either
a hyperonym (superordinate concept) or synonym
of the headword. However, it need not be either:
Sometimes it is an antonym (opposite concept),
and quite often it is a different part of speech from
the headword, which takes us outside the realm of
traditional lexical-semantic relations.

In order to make SALDO into a single hierar-
chy, an artificial most central entry, called PRIM,
is used as the mother of 51 semantically unrelated
entries at the top of the hierarchy, making all of
SALDO into a single rooted tree. These 51 entries,
which may be viewed as the semantic primitives
of SALDO, are listed in figure 1, approximately
translated.

The tree of SALDO roughly captures the notion
of centrality by the ‘depth’ – the distance down
from the PRIM root node – of an entry: the deeper
an entry lies in the tree, the less central it is. The
average depth of SALDO is 5.74 and the median
depth is 6. The (single) deepest entry –tjuvpojks-
glimt ‘rascal gleam’ – is found at depth 15.

SALDO is a monolingual dictionary; it aspires
to capture associative relations among the con-
cepts of only one language, namely Swedish. Any
claim to universality in SALDO must lie in the
two basic relations, whereas the nodes connected
by these relations are pre-existing, given by the
lexical system of the particular language being
described. Against this background, it is an in-
structive exercise to compare the topmost lexemes
in SALDO – its 51 semantic primitives – with
the semantic primitives of Wierzbicka and God-
dard’s Natural Semantic Metalanguage(NSM;
Wierzbicka 1996; Goddard 2008), i.e., a semantic
formalism with explicit claims to universality.

The NSM set of semantic primitives has un-
dergone many revisions through the years. In
figure 2 we reproduce theProposed semantic
primes (2007)from the NSM homepage<http:
//www.une.edu.au/bcss/linguistics/nsm/>. We
find that the Swedish counterparts of the NSM
primitives (Goddard and Karlsson, 2008) are gen-
erally found close to the top node in SALDO.
Their depth in SALDO is indicated by numbers
in parentheses in figure 2 (where a depth of one
means a primitive concept in SALDO). It would

1Both the mother and the father (see below) relations are
unique to SAL(DO); they were defined explicitly for this
novel kind of lexical-semantically organized dictionary.

all ‘all’ annan‘other’ använda‘use’
att ‘that’ bara ‘only’ bra ‘good’
genom‘through’ den‘it’ fort ‘fast’
framme‘arrived’ färg ‘color’ för2 ‘for’
förbi ‘gone/past’ före ‘before’ en2 ‘a/one’
göra ‘do’ ha ‘have’ hur ‘how’
hända‘happen’ i2 ‘in’ ja ‘yes’
just ‘just’ kunna‘be able’ ljud ‘sound’
ljus ‘light’ med‘with’ men‘but’
mycken‘much’ måste‘must’ namn‘name’
natur ‘nature’ när ‘when’ och ‘and’
om ‘if’ om2 ‘about’ på ‘on’
rak ‘straight’ röra ‘move’ säga‘say’
tal ‘speech’ till ‘to’ tänka‘think’
vad ‘what’ var ‘where’ vara ‘be’
varm ‘warm’ vem‘who’ veta‘know’
vid ‘by’ vilja ‘want’ öppen‘open’

Figure 1: SALDO’s 51 semantic primitives

be interesting to look closer into the differences
between the two sets and their possible explana-
tions, but considerations of space preclude any but
the briefest remarks here. E.g., we note that in
some cases, MSN treats as equally fundamental
some concepts which in SALDO are related by the
mother-child relation, and consequently one mem-
ber in SALDO is seen as more central than the
other(s):bra ‘good’ (depth 1) –dålig ‘bad’ (2);
mycken‘much’ (1) – stor ‘big’ (2) – liten ‘small’
(3).

Some SALDO entries have in addition to the
mother an optionalfather (or determinative de-
scriptor), which is sometimes used to differentiate
lexemes having the same mother.

SALDO is unusual in several respects:

• it contains a number of proper nouns and
multi-word units, not normally found in con-
ventional print or electronic dictionaries;

• it is strictly semantic in its organization;
all entries arelexemes, i.e., semantic units;
homonymous entries representing more than
one part of speech are often treated as dif-
ferent, but always because of their semantics
and never for inflectional reasons;

• the organizational principles of SALDO are
different from those of lexical-semantic net-
works such as WordNet, in that the seman-
tic relations are more loosely characterized in
SALDO. They also differ from those of more
conventional thesauruses, however, but in this
case by having more, as well as more struc-
tured, sense relations among lexemes.
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substantives: I (2), you (2), someone (2), people (3), some-
thing/thing (2), body (3);

relational substantives: kind (3), part (3);
determiners: this (3), the same (3), other/else (1);
quantifiers: one (2), two (2), some (2), all (1), much/many

(2);
evaluators: good (1), bad (2);
descriptors: big (2), small (3);
mental predicates: think (1), know (1), want (1), feel (2),

see (2), hear (2);
speech: say (1), words (4), true (3);
actions, events, movement, contact:do (1), happen (1),

move (2), touch (2);
location, existence, possession, specification:be (some-

where) (1), there is (2), have (1), be (some-
one/something) (1);

life and death: live (2), die (3);
time: when/time (1), now (2), before (1), after (2), a long

time (4), a short time (3), for some time (3), moment
(4);

space: where/place (1), here (2), above (2), below (3), far
(6), near (2), side (2), inside (2);

‘logical’ concepts: not (1), maybe (3), can (1), because (2),
if (1);

intensifier, augmentor: very (2), more (2);
similarity: like (5).

Figure 2: NSM’s 61 semantic primitives (depth in
SALDO in parentheses)

Below, we give a few examples of entries with
their mother and father lexemes, randomly se-
lected under the letter “B”:

balkong : hus (‘balcony’ : ‘house’)
bröd : mat + mjöl (‘bread’ : ‘food’ + ‘flour’)
brödföda : uppehälle (‘daily bread’ : ‘subsis-

tence’)
bröllop : gifta sig (‘wedding’ : ‘get married’)
Bulgakov : författare + rysk (‘Bulgakov’ : ‘au-

thor’ + ‘Russian’)

It should be clear from these examples that the
basic associative relations in SALDO are not in-
tended asdefinitions, but as loose – but hopefully
accurate and useful – semantic characterizations
of lexical entries. On the other hand, they seek to
characterize entries by (intrinsic) lexical-semantic
associations, rather than by the (extrinsic) syntag-
matic associations typically elicited in psycholog-
ical and psycholinguistic word-association exper-
iments (Lönngren, 1998). Like other forms of lin-
guistic analysis, defining lexical entries using the
SALDO relations is a skill which requires highly
qualified linguistic training and a fair amount of
practice for its mastery.

How SALDO is different from typical the-
sauruses becomes apparent when we consider
that the two primitive lexical-semantic relations
(mother and father) can form the basis of any

number of derived relations, referred to below as
assets(associative sets). Thus the m-sibling as-
set, lexemes having a common mother, is very
interesting, as such sibling groups tend to corre-
spond to natural semantic groupings. In this re-
spect, SALDO’s lexical families – made up by ba-
sic and derived relations – define a thesaurus-like
structure, but one which is arrived at inductively,
by the bottom-up process of assigning mothers to
all lexical items, rather than deductively, by pre-
specifying by fiat a number of basic concepts un-
der which all lexical items are then grouped, as
in Roget’s thesaurus(with 1000 pre-specified con-
cepts) and its successors.

3 SALDO: a Morphological Lexicon

SAL did not contain any formal information about
entries, not even an indication of part of speech.
Thus, one important difference between SALDO
and SAL is that SALDO now has full information
about the part of speech and inflectional pattern of
each entry.

The computational morphology of SALDO has
been defined with the tool Functional Morphology
(FM; Forsberg 2007), a tool that uses the typed
functional programming language Haskell (Jones,
2003) as the description language and supports
(compound) analysis, synthesis and compilation
to a large number of other formats, including full
form lists, paradigm tables, XML, XFST (Beesley
and Karttunen, 2003), and GF (Ranta, 2004).

The starting point of SALDO’s morphology
was an FM implementation of modern Swedish
developed by Markus Forsberg and Aarne Ranta
at Chalmers University of Technology, which con-
sists of an inflection engine covering the closed
word classes and the most frequent paradigms
in the open word classes. All in all, disregard-
ing the noun compound forms that were not ad-
dressed properly, the existing implementation cov-
ered, roughly estimated, about 80% of the head-
words of SALDO, but only less than a tenth of the
inflectional patterns, or paradigms.

Many of the remaining paradigms are quite
small. In essence, these are (1) the irregular words
of traditional grammar and (2) paradigms with
missing slots or more than one word form filling
a particular slot.

Something which adds to the number of inflec-
tional patterns is that we also encode some inher-
ent features of words in the inflectional pattern
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designators, features which do not bear directly on
the inflectional behavior of the word itself. How-
ever, they are potentially useful and comparatively
easy to add simultaneously with the morphologi-
cal information proper, but can be quite difficult to
add later, e.g., the gender of nouns, agreement and
anaphorical gender in proper names, etc.

In adding the morphological information to
SALDO, we have used existing grammatical de-
scriptions of Swedish inflectional morphology –
above allSvenska Akademiens grammatik(Tele-
man et al., 1999), as well as the inflectional infor-
mation provided in existing Swedish dictionaries,
primarily Nationalencyklopedins ordbok(NEO,
1995), but also its predecessorSvensk ordbok(SO,
1986), andSvenska Akademiens ordlista(SAOL,
2006), plus empirically evidenced usage in cor-
pora and on the internet.

4 SALDO in Comparison with WordNet

Princeton WordNet is built up from words in
the open word classes, i.e., nouns, verbs, adjec-
tives, and adverbs,2 and a set of relations. The
most important relation is the equivalence re-
lation synonymythat defines thesynsets(syn-
onymy sets, sets of words that are interchange-
able in some context). The other relations are over
synsets:antonymy, hyponymy, hyperonymy(often
called “hypernymy” in the WordNet literature),
meronymy, holonymy, troponymy, andentailment.
These relations aretypedin the sense that they are
only valid for a subset of the word classes.

SALDO, on the other hand, is concerned with
all words, even the closed word classes such
as prepositions and pronouns. The relations are
more loosely defined through the untypedmother
and father relations, but the resulting structure is
strictly hierarchical and noncyclic.

The synsets of WordNet are the result of delib-
erate choices, and tend to be fairly small, whereas
SALDO’s counterparts, the assets, are semantic
groups that emerge gradually as the result of many
individual decisions (although an examination of
an asset may result in a change of the description),
and which vary widely in size.

A concrete example is a comparison of the
synsets of Princeton WordNet and the m-sibling

2Numerals – cardinals and ordinals – are also included in
Princeton WordNet, but labeled as nouns and adjectives (both
cardinals and ordinals normally have both noun and adjective
readings in WordNet).

asset of SALDO for an arbitrarily picked word:
sun(and the Swedish counterpartsol).

Starting with Princeton WordNet<http:
//wordnetweb.princeton.edu/perl/webwn>,
where we only consider the noun synsets, not
the verbal ones, since the Swedish wordsol has
no verbal interpretation. Note that the synset
memberships (the boldfaced items) are small,
singleton sets in several cases.

sun, Sun (the star that is the source of light
and heat for the planets in the solar sys-
tem) “the sun contains 99.85% of the mass
in the solar system”; “the Earth revolves
around the Sun”;

sunlight, sunshine, sun (the rays of the sun)
“the shingles were weathered by the sun
and wind”;

sun (a person considered as a source of warmth
or energy or glory etc);

sun (any star around which a planetary system
revolves);

Sunday, Lord’s Day, Dominicus, Sun (first
day of the week; observed as a day of rest
and worship by most Christians)

If we now have a look at SALDO’s m-sibling
asset for the lexemesol ‘sun’ (there is one lex-
emesol in SALDO), that is, the lexemes that share
the same mother assol (the verblysa ‘shine’), we
get the following asset. Here we have translated
and grouped the lexemes into word classes for the
sake of presentation, although, as mentioned al-
ready, no part-of-speech distinctions are made in
SALDO.

verbs: inform, sparkle, shine, twinkle, shim-
mer, lustre, flash, glitter, glimmer, glisten,
gleam, flimmer, blink, illuminate;

nouns: light, star, moon, lantern, lamp, comet,
flash, candle, light house;

adjectives: shining, fluorescent, light/bright.

The lexemesol is also related to a father, namely
himmel ‘sky/heaven’. We continue by examin-
ing the full-sibling asset, i.e., those lexemes with
lysa as mother andhimmelas father, which is, of
course, a subset of the m-sibling asset ofsol.

nouns: comet, moon, star

Looking at the two examples it becomes clear
that they are quite different. WordNet gives us its
conception of a standard lexical semantic relation,
synonymy, but SALDO gives us something else
– associations rather than definitions. The sibling
assets are clearly semantically related to the lex-
eme sol, but it reminds us about something we
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might get if we asked a person to list words that
they associate with the wordsun. SALDO’s as-
sets are somewhat like Roget-style thesaurus en-
tries, but smaller,3 without the explicit separation
usually made in thesuaruses of parts of speech,
and of course including all parts of speech in the
lexicon (there are currently 44 different parts of
speech used in SALDO). SALDO occupies a po-
sition somewhere in between a Roget-style the-
saurus and a Princeton-style wordnet in the family
tree of lexical-semantically organized lexical re-
sources.

5 Discussion

There is extensive empirical evidence in the litera-
ture for the usefulness of the Princeton WordNet,4

but what about SALDO?
We have yet to perform any significant compu-

tational experiment, but we have a couple of ideas
about in what kind of language technology appli-
cations SALDO may be useful.

SALDO could be useful component in comput-
erized tools forsecond language acquisitionof
Swedish, since it is structured according to the
centrality principle: going upwards in the seman-
tic tree should give valid information for a second
language learner. Also, the assets may provide se-
mantic nuances that are not easily captured with a
textbook definition.

We have also discussed whether SALDO could
be used in a writing tool, where the associative
links would help writers find appropriate ways of
phrasing information content in varying ways in
order to make the text livelier or to cater to differ-
ent readerships.

Semantic information retrieval with different
assets may provide interesting aspects on the data
at hand. What these aspects could be are still open
research questions. For example, what conclusions
may we draw from the fact that a particular asset
of a search word is populated or not?5

3There is no main heading forsun in Roget 1911
<http://humanities.uchicago.edu/orgs/ARTFL/forms_
unrest/ROGET.html>. Instead, the word is found under a
number of headings, including382. Heat, 420. Light and
423. [Source of light, self-luminous body.] Luminary, each
containing a few tens of words or multi-word expressions.

4This is undoubtedly in no small part due to the Princeton
WordNet being a completely free resource, as well as an En-
glish resource; cf. the contrasting case of the EuroWordNet.

5In fact, the original SAL project was initiated with infor-
mation retrieval and automatic text indexing applications in
mind (Lönngren, 1998).

Finally, and a bit more far-fetched, but interest-
ing idea, ismetaphor resolution. A metaphor is a
linguistic expression used to represent something
else, and for a metaphor to be interpretable, it must
be associatively related to what it represents. This
is where SALDO comes into the picture: SALDO
may potentially be able to generate a set of resolu-
tion candidates for a given metaphor.

6 Final Remarks

SALDO may be downloaded from its homepage
<http://spraakbanken.gu.se/sal/eng>, where
both the released versions and the development
version may be accessed.

SALDO is also distributed through four web
services:an incremental fullform lookup service,
an inflection engine service, a compound analy-
sis service, and anexperimental semantic visual-
izer. The first three web services interface to the
morphological component, and the last one gener-
ates static images of a lexeme’s mother, its father,
and its m-sibling asset. The web services are up-
dated daily with the latest development version of
SALDO.

A future plan is to augment and/or annotate
SALDO with WordNet-like relations, such as
hyperonymy, hyponymy, and antonymy. Further-
more, we intend to include the SynLex (Kann
and Rosell, 2005), also referred to as “the peo-
ple’s synonym lexicon”, an interesting free seman-
tic resource, which has been created by asking
voluntary users of an English-Swedish dictionary
lookup service on the internet to judge the de-
gree of synonymy between word pairs. With Syn-
Lex entries connected to SALDO senses (since
SynLex provides only headwords), we could use
the synonymy degree information at arbitrary cut-
off points to create virtual “fuzzy wordnets” for
Swedish. With the kind of degree-of-synonymy in-
formation present in SynLex – only about 5% of
the word pairs in SynLex have the highest degree
of synonymy, 5.0 – we could create a wordnet-
like lexical resource where we can exactly quan-
tify the ‘near-synonymy’ that is sometimes said to
define WordNet synsets. This would partly address
an oft-heard criticism of the WordNet concept, a
criticism which hinges on a postulated universal
linguistic principle of (full) synonymy avoidance
(Carstairs-McCarthy, 1999). This being an intrin-
sic characteristic of human language – so the rea-
soning goes – a dictionary whose fundamental or-
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ganization is based on the notion of (even near-)
synonymy almost by definition cannot present a
faithful reflection of our lexical knowledge, at
least not from a linguistic point of view.
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Abstract 
 

 
NorNet is an attempt to derive a wordnet automati-
cally from a traditional dictionary for Norwegian 
Bokmål by means of some simple rules for extracting 
information from its definitions. Only synonymy and 
hyponymy are investigated, and in this first version of 
NorNet approximately 80 000 lexical relations are 
described and all nouns in the dictionary are thereby 
ordered in sets. The method chosen seems to work 
well and will be used in further refining the wordnet 
and also include verbs and adjectives. 

 

1 Introduction 

 
A wordnet is an onomasiological dictionary 
where the main goal is to link words together in 
semantic fields based on semantic relations. 
Thesauruses, of which the best known is Roget 
(1852), are the traditional precursors to wordnets. 
The lexicographer Ivar Aasens made the first 
attempt of an Norwegian thesaurus with Norsk 
maalbunad, printed post mortem in 1925. Aasen 
thought of this thesaurus as his main work.  
 
The first modern semantic database was the 
Princeton Wordnet1. The EuroWordNet project2

 

implemented similar databases for several 
European languages. In the Nordic countries, 
DanNet3

 and SwordNet4
 the Swedish part of 

EuroWordNet, are the most elaborated data  
 
 
                                                 
1 http://wordnet.princeton.edu/  
2 http://www.illc.uva.nl/EuroWordNet 
3 http://wordnet.dk 
4 http://www.ling.lu.se/projects/Swordnet 

 
Apart from a preliminary version of the SIM-
PLE-lexicon (Lenci et.al., 2000), there has not  
been any attempts so far to build wordnets 
manually for Norwegian, but there has been 
made some attempts to generate wordnets 
automatically.  
 
Dyvik (2002) generated a thesaurus from an 
English-Norwegian parallel-corpus by means of 
the so-called mirror method. The method uses 
translational correspondences from a parallel 
corpus to distinguish word senses and infer 
semantic relations.  
 
Nygaard (2006) compiles sets of partially 
disambiguated lexical relations based on an 
automatic analysis of Bokmålsordboka, a 
traditional standard monolingual dictionary 
(Wangensteen, 2005).  
 

2 NorNet 

The aim of the NorNet project was to create a 
wordnet for Norweigan. The method chosen was 
to start with the lexical relations produced by the 
system described in Nygaard (2006), map out the 
hyperonyms and the synonyms of the lemmas, 
manually review the results and resolve 
remaining ambiguity; thus creating a full 
wordnet. The material has a very good coverage 
of the lexicon, since it is based on a traditional 
dictionary. In addidion, the error rate is fairly 
low (about 3 per cent). This method made it 
possible to create an extensive wordnet with a 
fairly small budget.  
 
An advantage of using a monolingual dictionary 
as the basis for NorNet, is that the output is a 
model of the internal, semantic structure of the 
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dictionary. This provides lexicographers with a 
tool for identifying inconsistencies and 
omissions in the dictionary. In particular, a large 
number of circular definitions have been 
identified.  
 
NorNet now consists of a large set of lexical 
relations, approximately 80 000. For the time 
being, NorNet only contains nouns. The addition 
of adjectives and verbs is currently being 
investigated.  
  

3 Method  

The study of lexical relations have been given 
much attention in modern lexicology. 
Following Vossen (1998) who states that our 
general knowledge of semantic relations are 
too complex to be adequately described jet, we 
have chosen the relations most used in 
traditional dictionaries: synonymy and 
hyponymy. 
 
These lexical relations are used as a basis for 
NorNet, and they were produced through a rather 
simple procedure, using the quite predictable 
structure of dictionary entries.  
 

3.1 Analysis of definitions 

The definitions in the dictionary were part-of-
speech-tagged, and relations were extracted us-
ing a simple rule: 

 
if the definition consists of a single noun, 
or a comma-separated list of single 
nouns, then those nouns are synonyms to 
the defined word. If the definition con-
sists of a modified noun, then the first 
noun in the definition is the hyperonym 
of the defined word.  

 
The following are the definitions of “ananas” 
(pineapple) in Bokmålsordboka:  
1. plante av slekten Ananas i ananasfamilien 
(plant of the genus Ananas, in the Ananas fam-
ily)  
2. frukt av ananas (fruit of ananas)  
From these definitions, the program infers that  
  

• sense 1 of “ananas” is a hyponym of 
“plante” (plant)  

 

• sense 2 of “ananas” is a hyponym of 
“frukt” (fruit)  

 
The definition of “anakoret” (anchorite) is 
“eneboer, eremitt” (recluse, hermit). The 
program infers that  
 

• “anakoret” is a synonym to “eneboer” 
(recluse)  

 
• “anakoret” is a synonym to “eremitt” 

(hermit)  
 
There are some exceptions to this, due to non-
standard definitions, e.g. negative definitions, 
meronymic or collective definitions and use of 
meta-language. For example “abessinier” is de-
fined as “eldre betegnelse for etiopier” (older 
designation for Ethiopian). The program would 
wrongly infer that the hyperonym for 
“abessinier” is “betegnelse” (designation), thus 
“betegnelse” is added to a stoplist of words that 
may not be considered as hyperonyms.  
 

3.2 Analysis of compound words 

The dictionary also contains fairly extensive 
information about compounding. This formed the 
basis of a second set of relations. The word 
“rødvin” (red wine) is segmented as “rød~vin”, 
allowing the program to infer that “vin” (wine) is 
the hypernym of “rødvin”.  
 
Of course, there are a number of compounds in 
Norwegian that are idiosyncratic, i.e. where the 
head is not the hypernym of the compound. This 
is typically in metaphorical use of one part of the 
compounds, as in “tankekors” (puzzle, lit. 
thought cross), which obviously is not a kind of 
cross. However, most of these words are given 
definitions in the dictionary, and the program 
allows relations from the definitions override 
relations from compounding information.  
Additionally, the fact that most idiosyncratic 
compounds and most non-compound words are 
listed in the dictionary, makes automatic com-
pound analysis feasible as a method for enriching 
the wordnet with a large number of compounds. 
 

3.3 Remaining ambiguity 

All the relations in NorNet based on the 
dictionary definitions are partially 
disambiguated: The sense of the lower entry in 
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the hierarchy is known (jf. “ananas” in sect. 3.1), 
but there is no rule to which sense of the higher 
part that is to be chosen, e.g. if "ananas" is a 
hyponym of  
  

• omdannet fruktemne (transformed 
ovary)  

 
• godt resultat (good result)  

 
• resultat (result)  

 
• avkastning (earnings)  

 
• produkt (product)  

 
• følge (consequence)  

 
• utbytte (yield)  

 
Before this remaining ambiguity is resolved, the 
relations cannot be used to build a full wordnet. 
Consider the definition of “kommunist” 
(communist): “tilhenger av kommunisme” 
(supporter of communism). The word “tilhenger” 
is polysemous in Norwegian; it can either mean 
“supporter” or “trailer” (e.g. of a car or truck). 
Even if we at this stage correctly infer that a 
communist is a kind of “tilhenger”, we do not 
know if it is in the sense of “supporter” or 
“trailer”.  
 
Because of the low precision of current efforts in 
automatic word sense disambiguation, and since 
a manual review of the material was judged to be 
necessary anyway, this ambiguity resolution was 
done manually in the NorNet project.  
 

3.4 Manual review 

In addition to disambiguation, the review process 
uncovered a wide variety of errors in the 
material.  
 
The most frequent type of errors were caused by 
the analysis program itself, either by mistakes in 
the part-of-speech tagging, omissions in the 
exception lists or technical errors.  A typical 
example is when listing all the hyperonyms 
under "person", the noun "pose" (flaunting 
person) occurs. But this word also means "bag, 
sack" in Norwegian, and consequently a large 
amount of hyponyms for "bag" are included 

under "person". These were to be sorted out by 
hand.  
 
In addition, through the review, a number of 
mistakes in the dictionary itself were discovered, 
such as missing senses and missing words, 
inconsistent definitions, unsystematic co-
hyponymy. For example, “apologet” (apologist) 
is defined as “forsvarer, særlig av 
kristendommen” (lit. defender, in particular of 
Christianity). However, the entry for “forsvarer” 
(defender) lacks this sense of the word (only 
containing the legal and sports-related senses).  
 

4 Conclusion  

NorNet reflects both the strengths and weak-
nesses of the traditional human-oriented 
dictionary. Dictionaries have traditionally been 
edited using an alphabetically structured word 
list. This ordering is, of course, completely 
arbitrary, and consequently there is a risk of 
inconsistency and incomplete description of the 
lexicon.  
On the other hand, a traditional lexicon is just the 
result of a long tradition, often developed 
through several years with many editors. In new 
editions, mistakes have been corrected, lakunaes 
filled and new word senses has been added. As 
years go by, the traditionally made dictionaries 
are quite good, in spite of lacking methodology.  
Using the method described in this paper, new 
lexical resources can make the best possible use 
of this knowledge and this tradition, while 
creating a tool for correcting the inconsistencies 
and omissions that occur.  
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Abstract

We use automatically extracted word pairs
from one lexical relation to filter out incor-
rect pairs of another relation. Initial results
for improving Dutch synonyms by filter-
ing out antonyms show a small precision
improvement.

1 Introduction

Automatic extraction of lexical relations is use-
ful for improving the coverage of existing com-
putational lexical resources. For example, repre-
sentation of lexical knowledge in WordNet (Fell-
baum, 1998) is based on the synsets, or sets
of synonyms like (rich, affluent, flush, loaded,
moneyed, wealthy). Being able to extract syn-
onyms automatically would lead to a consistent
way of improving and extending the representa-
tion of synonyms in wordnets across different lan-
guages. However, an important problem of current
distribution-based methods of synonym extraction
is that they produce noise. As Lin et al. (2003)
point out, an automatically obtained list of the top-
20 distributionally similar words of adversary in-
cludes not only synonyms like opponent and an-
tagonist but also contrasted words like supporter
and even antonyms like ally:

adversary: enemy, foe, ally, antago-
nist, opponent, rival, detractor, neigh-
bor, supporter, competitor, partner, trad-
ing partner, accuser, terrorist, critic, Re-
publican, advocate, skeptic, challenger
(Lin et al., 2003)

This is due to a similar distribution of antonyms
and synonyms in text (Lucerto et al., 2004). Lin
et al. (2003) suggested to perform a two-step re-
lation extraction approach in which synonym ex-
traction is followed by a step in which semanti-
cally incompatible word pairs are filtered out. A

pair of words was considered semantically incom-
patible if it occurred in the two surface patterns
from X to Y and either X or Y. The results of the
combined approach were good but the authors did
not evaluate the impact of the second step.

Our assumption is that the extra filtering step is
useful for improving the quality of automatic rela-
tion extraction, in particular synonyms. The goal
of this paper is to validate this assumption. We
present an experiment with Dutch synonym ex-
traction in which erroneously extracted antonyms
are filtered out in a post-process. We show that the
filtering step does indeed improve the quality of
the first extraction step.

In the next section, we describe methods we
used to extract antonyms and synonyms automat-
ically. In section 3, we show how the results for
the two relations can be combined and present the
results of this approach, our conclusions are sum-
marized in section 4.

2 Automatic extraction of antonyms and
synonyms

In this section we describe our work on automatic
extraction of antonyms and synonyms. We used
two pattern-based approaches to extract antonyms.
The first uses two manually selected text patterns
(section 2.1). In the second approach, text patterns
indicating an antonym relation were learned from
a collection of texts using a small set of antonym
pairs as seeds (section 2.2). Hearst (1992) was the
first to use preselected lexico-syntactic patterns
to automatically extract hypernym-hyponym pairs
from text. Since then, text patterns have been used
to extract different lexico-semantic relations, in
most cases hyponyms and meronyms (Berland and
Charniak, 1999; Pantel and Pennacchiotti, 2006;
Tjong Kim Sang and Hofmann, 2007). Synonym
extraction has instead focused on using distribu-
tional methods. We present our work on automatic
extraction of synonyms in section 2.3.
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2.1 Antonyms derived from chosen patterns

For the first experiment we chose two text patterns
which we expected to contain antonym pairs fre-
quently:

• zowel X als Y (X as well as Y), for example
zowel mannen als vrouwen (men as well as women)

• tussen X en Y (between X and Y), for example
tussen goed en kwaad (between good and evil)

We searched in the Twente News Corpus (300
million words) for these text patterns and selected
all lower case nouns X and Y which appeared in-
side both patterns at least twice. The result was
a list of 270 antonym candidates. These candi-
dates have been assessed by five native speakers
of Dutch. They had the choice of labeling a word
pair either as antonym (e.g. rich/poor), synonym
(e.g. rich/wealthy), co-hyponym (e.g. cat and dog
are co-hyponyms of animal) or unrelated (none of
the above relations). The results of this assessment
can be found in Table 1. Percentages of word pairs
which received the same label from all participants
can be found in the row Unanimous. Percentages
for word pairs that received the same label from
three or more participants are displayed in the row
Majority. 14 pairs (5%) did not receive a majority
label.

The precision of the two patterns was not very
high. 34% of the pairs were labeled as antonyms
but 54% were assigned the label co-hyponym. The
other two categories occurred rarely.

This approach shows that a small number of text
patterns is already useful for extracting candidate
antonym pairs. Incorporating more text patterns
could lead to finding more good pairs. Manual se-
lection of patterns is time-consuming. It is hard
to think of all possible productive patterns. In-
deed, some infrequent patterns might still provide
a valuable contribution. Learning patterns from
text and antonym pair examples is a fast and more
objective alternative. We discuss this approach
next.

2.2 Antonyms derived from learned patterns

To extract patterns automatically we used two sets
of seeds consisting of 6 and 18 well established
antonyms. The algorithm we used was based on
the approach of Ravichandran and Hovy (2002).
All sentences containing one of the seed pairs
were extracted from Dutch CLEF corpus (Jijkoun

Antonyms Synon. Co-hyp. Unrel.

Majority 34% 0% 54% 7%
Unanimous 22% 0% 16% 0%

Table 1: Human evaluation of the 270 pairs ex-
tracted by means of chosen patterns. Word pairs
could be classified as antonyms, synonyms, co-
hyponyms or unrelated. 14 pairs (5%) did not re-
ceive a majority label.

et al., 2003), the antonyms were replaced by a
wildcard token, 50 most frequently occurring pat-
terns that contained seed pairs at least twice were
used to find all word pairs that co-occurred in the
positions of the wildcard tokens in the corpus. De-
pending on the number of times a pattern con-
tained an already known antonym pair and the to-
tal number of times that pattern was found in the
corpus, each pattern was given a score. Patterns
with a score above the threshold were used to cal-
culate the antonymy score (Ai) for each word pair
that occurred in them. This score is the probability
that the i-th pair is an actual antonym pair, given
how often it occurred with each pattern (Cij ) and
the scores of these patterns (Sj):

Ai = 1−Πj(1− Sj)Cij (1)

Pairs with a score ≥0.9 were used as new seeds
in the following iteration. The entire process of
identifying patterns and using those to extract new
antonyms was repeated iteratively six times.

After six cycles, the seed sets of 6 and 18 el-
ements had resulted in lists of respectively 1189
and 1355 antonym pairs. Pairs with a score ≥0.6
were checked by the human assessors. In the set of
6 seeds, 9 out of 197 checked pairs were antonyms
according to EuroWordNet (5%). In the result set
obtained with 18 seeds, 10 out of 172 checked
pairs were antonyms according to EuroWordNet
(6%). Pairs were then evaluated as antonyms, syn-
onyms, co-hyponyms, or none of the above by five
participants. The results are presented in Table 2.

The assessment results are comparable to those
for the chosen text patterns in Table 1. The pre-
cision scores were around 30% but the number of
extracted pairs was smaller (an average of 185 in
comparison with the 270 of the chosen patterns).
Note that the percentages of antonyms found by
the assessors are a lot higher than the percentages
in EuroWordNet. The antonym relation in Eu-
roWordNet is incomplete.
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Antonyms Synon. Co-hyp. Unrel.

6 seeds
Majority 27% 1% 39% 31%
Unanimous 16% 0% 9% 15%

18 seeds
Majority 33% 0% 35% 28%
Unanimous 20% 0% 9% 15%

Table 2: Human evaluation of the word pairs ex-
tracted by means of learned patterns: 197 with 6
seeds and 172 with 18 seeds. Word pairs could be
classified as antonyms, synonyms, co-hyponyms
or unrelated.

2.3 Automatic Extraction of Synonyms

The automatic extraction of synonyms has been
carried out with standard dependency-based dis-
tributional similarity measures (Lin, 1998; Van de
Cruys, 2006; Padó and Lapata, 2007). For each
noun, a vector has been constructed, containing
the frequencies of the dependency relations in
which the noun appears. For example, a noun like
apple, has features like redadj and eatobj . Depen-
dency triples have been extracted from the CLEF
corpus (Jijkoun et al., 2003). The 10,000 most
frequent nouns have been used, together with the
60,000 most frequent dependency features, yield-
ing a frequency matrix of 10K nouns by 60K de-
pendency features. This matrix has been adapted
with pointwise mutual information (Church and
Hanks, 1990) for weighting purposes. Next, the
noun by noun similarity matrix has been calcu-
lated using the cosine similarity measure. Finally,
for each noun, all nouns that exceed a certain co-
sine similarity threshold are selected as the noun’s
candidate synonyms.

3 Using Antonyms in Synonym
Extraction

We derived noun synonym candidates with
distribution-based methods, cosine similarity and
pointwise mutual information, as described in sec-
tion 2.3. Next, we removed all synonym can-
didates which did not contain a word that was
present in one of the two sets with antonyms de-
rived in the previous experiments (see section 2;
for the learned patterns, we used the set derived
from 18 seeds). This resulted in two sets with
unfiltered synonym candidates (114 and 80 word
pairs, respectively) which will be used as base-
lines.

cut-off (cosine)
.40 .30 .20 .18 .15 .10

Baseline (unfiltered)
Precision .008 .025 .053 .045 .036 .014
Recall .003 .005 .035 .038 .048 .099
Fβ=1 .004 .008 .042 .041 .041 .025

Filtered
Precision .008 .025 .055 .047 .039 .015
Recall .003 .005 .035 .038 .048 .099
Fβ=1 .004 .008 .042 .042 .043 .026

Table 3: Effects of filtering out antonyms derived
with chosen patterns from a set of 114 candidate
synonyms: a small positive effect on the low-cut-
off sets.

Next, we removed from the synonym lists the
candidate pairs that also occurred in the antonym
lists. This produced two sets of filtered synonym
pairs. We computed precision and recall scores
for the filtered and the unfiltered synonym lists by
comparing them with the synonyms in the Dutch
part of EuroWordNet while using six different
threshold values determined by the cosine simi-
larity value of the word pairs. The results can be
found in Tables 3 and 4.

When using antonyms derived with learned pat-
terns, filtering out antonyms from a set of candi-
date synonyms had a large negative effect on the
Fβ=1 rates of high-cut-off sets (Table 4). The ap-
proach worked better with antonyms which had
been extracted with chosen text patterns. Here we
observed a small positive effect on the Fβ=1 rates
of low-cut-off sets (Table 3). The difference be-
tween the two approaches is surprising, given that
the quality of the two sets of antonyms was similar
according to human assessors (Tables 1 and 2).

Inspection of the results showed that the per-
formance drop associated with the second set of
antonyms was caused by a single synonym be-
ing present in the antonym list (see Table 5). If
the synonym pair had not been classified as an
antonym pair then the results of the second filter
would have been similar to the first. This reveals
a weakness of using learned patterns for identify-
ing relations. The learner might use low-precision
patterns which could be harmful for the quality of
the results of the extraction process.

However, even without the incorrect pair in the
antonym data, the positive effect would be small.
In order to obtain a larger positive effect, we need
more antonyms. This means that we either should
use more data or use more extraction patterns.
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cut-off (cosine)
.40 .30 .20 .18 .15 .10

Baseline (unfiltered)
Precision .025 .035 .077 .097 .071 .024
Recall .017 .025 .053 .091 .120 .174
Fβ=1 .020 .029 .063 .094 .090 .042

Filtered
Precision .013 .023 .070 .090 .069 .024
Recall .004 .013 .041 .078 .107 .161
Fβ=1 .006 .017 .051 .084 .084 .042

Table 4: Effects of filtering out antonyms derived
with learned patterns from a set of 80 candidate
synonyms: a large negative effect on the high-cut-
off sets.

Antonym extraction was based on a text collection
of 300 million words and it is unlikely that we will
be able to collect a substantial number of extra text
soon. Using more extraction patterns has the risk
of generating additional false positives with a neg-
ative effect on the quality of antonyms.

4 Concluding remarks

We have described an experiment in which auto-
matically extracted antonyms were used to filter
out suspected errors from an automatically derived
list of synonyms. We used two different meth-
ods for producing the antonyms and found that
the ones produced by chosen high-quality text pat-
terns were best suited for this approach. However,
we only measured a small increase in the quality
of the filtered synonym list in comparison with the
unfiltered list.

In order to enlarge the observed positive effect,
we need a larger set of antonyms. We have ar-
gued that both using more data and finding more
extraction patterns will be difficult to achieve. One
way to work around this problem is by replac-
ing antonymy with a relation which is more fre-
quent, for example, hypernymy. Future research
will have to show if this will lead to improved re-
lation extraction results.
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Abstract

This  paper  presents  the  newly  released  first 
version of the Danish wordnet, DanNet, focus-
ing on the lexicon model and on the semantic 
description of artifacts.  Apart from being the 
necessary resource for computational process-
ing of Danish text material such as automatic 
indexing  and  information  retrieval,  the  first 
version  of  DanNet  also makes  it  possible  to 
carry out linguistic investigations on parts of 
the Danish lexicon, due to the large number of 
well  structured  and  consistent  lexical  data. 
One  example  is  an  investigation  on  the  hy-
ponymy relation at different levels of concep-
tual domains in Danish, showing a tendency of 
far  more  non-taxonomical  sister  concepts  at 
the  general  language  level  than  at  the  basic 
and  specific  levels  of  the  language.  Another 
example is an investigation of the distribution 
of  the  manually  assigned  relations  in  the 
synsets  having  an  artifact  sense  in  DanNet, 
showing that  the  telic  relation  'used_for'  de-
scribing the purpose of the artifact is by far the 
most frequently applied relation for this group 
of words. The paper also discusses the differ-
ences between the information found in dictio-
naries and the information to be included in a 
wordnet.

1 Introduction

The first version of the Danish wordnet, DanNet, 
was released in March 2009 as an open-source 
resource  (see  http://wordnet.dk).  DanNet  is  the 
product  of  a  joint  project  between two institu-
tions, The University of Copenhagen, Center for 
Language Technology (CST), previously having 
compiled a pilot version of a computational se-
mantic lexicon for Danish, SIMPLE-DK (Peder-
sen and Paggio, 2004), and the Society for Dan-
ish Language and Literature (DSL) that compiled 
the Danish dictionary which was used as the ba-
sis  for  the  wordnet  ((Den  Danske  Ordbog 
(henceforth DDO  (DDO, 2003-2005)).

 The 4 years (2005-2009), resulting in the first 
version,  were  funded  by  the  Danish  Research 
Council (3,000,000 DKK). In 2008 an additional 

3-year  funding  of  1,000,000  DKK  within  the 
DK-Clarin project ensures that the wordnet will 
be extended by 25,000 synsets.

The first version of DanNet contains approx. 
41,000 synsets (34,000 noun synsets, 6,000 verb 
synsets and 1,000 adjectival synsets). A synset is 
a  set  of  synonymous  lemmas  referring  to  the 
same concept. e.g. {lys; stearinlys} (candle), {ra-
ritet; sjældenhed}(rarity); {humorist; humørbom-
be;  humørspreder}  (humorist)  and  {hoppe}  (to 
jump).  Often  a  synset  contains  just  one  single 
lemma. 26,458 noun lemmas, 3,094 verb lemmas 
and 809 adjective  lemmas  are described in the 
first version. Many of them are polysemous and 
we have focused on describing at least the main 
senses of the lemmas. 

All synsets in the first version of DanNet are 
described with hyponymy relations as well as on-
tological type such as [Living+Object], [Artifact 
+Object+Part], [Human+Occupation], [Property] 
etc. 27,000 of the 41,000 synsets  in the first ver-
sion describe nouns having a concrete sense. Of 
these, approx 12,000 synsets,  those referring to 
objects or human beings, are fully described with 
information on meronymy, near synonymy, con-
notation etc.,  in the case of humans the typical 
role of the person (e.g. humorist: entertain) and 
in the case of artifacts also information on origin 
(how it was made), purpose (what it is used for) 
as well as agents and instruments involved in the 
use of the artifact.

A small  subset  of  the  synsets  in  DanNet  is 
linked to Princeton WordNet, and the aim is that 
8,000 have been linked by the end of 2010.

The wordnet was established on purely mono-
lingual grounds, and not, as is the case for many 
other wordnets, by translating synonym sets from 
i.e. Princeton WordNet to the language in ques-
tion, in this case Danish. This method – the so-
called merge approach – was chosen due to the 
fact that a corpus-based dictionary of Danish was 
completed in 2005 and accessible in a machine-
readable  version  with  hyperonymy  information 
explicitly  specified  for  each  of  the  approx. 
100,000 sense definitions. First of all, this made 
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it possible to build a Danish wordnet using semi-
automatic methods, and we estimate that approx. 
50% of the data in DanNet has been semi-auto-
matically  produced  without  further  adding  of 
data than what is found in DDO. But not less im-
portant, it guaranteed that the senses included in 
the  wordnet  were  actually  frequent  in  general 
language texts, as the aim of DanNet was to es-
tablish  a  linguistic  resource  for  computational 
processing of Danish text material, for example 
automatic  indexing,  information  retrieval,  and 
automatic sense annotation. 

Apart from offering linguistic data to devel-
opers within the language technology communi-
ty, DanNet also makes it possible to carry out a 
wide range of lexical investigations on the Dan-
ish lexicon which have not been possible before, 
due to the systematic organization of the seman-
tics we find in the definitions in DDO as well as 
completely  new data  on  certain  semantic  rela-
tions not deducible from DDO.

2 The hyponymy hierarchy in DanNet 

The wordnet was semi-automatically built by ex-
tracting all the senses in DDO having the same 
specified  hypernym  (genus  proximum).  The 
compiler of the wordnet then organized the pro-
posed hyponymy hierarchy by either simply ac-
cepting the hypernym from DDO (which also in-
volved  a  disambiguation  in  the  many  cases  of 
polysemous  genus expressions) or  by manually 
selecting a new, and from a structural  point  of 
view more precise, hypernym,  e.g. in the cases 
where the genus proximum in DDO was chosen 
arbitrarily among several  synonymous possibili-
ties, or in the cases where genus expressions re-
ferred to concepts on a higher level in the hierar-
chy than the nearest one from a structural point 
of view. One example of the latter case is 'bud-
cykel'  (carrier cycle used to bring out goods to 
customers)  which  has  the  genus  proximum 
'cykel' (bicycle) in DDO although the structurally 
seen nearest hypernym is 'ladcykel'  (carrier cy-
cle) – in DanNet it  is therefore inserted as hy-
ponym to 'ladcykel' instead (see Figure 1).

More  challenging  was  the  task  of  choosing 
between often more than one suitable hypernym. 
In some of these cases the synset has been linked 
to  two  hypernyms  in  DanNet:  an  offroader  is 
both a kind of car and a kind of motorcycle, and 
a 'havestol' (outdoor chair) is both a chair and a 
piece of garden furniture. But in general only one 
hypernym  was  selected,  i.e.  the  one  with  the 
highest number of relevant semantic relations to 

be  inherited:  'slips'  (a  tie)  is  for  this  reason in 
DanNet described as a 'beklædningsgenstand' (a 
piece of garment) although defined as a piece of 
fabric in DDO.

In order to facilitate the practical use of the 
wordnet as a resource in formal ontologies, the 
so-called taxonomical hyponyms defined by the 
test: X is a kind of Y (Cruse, 2002) have been 
separated from the hyponyms for which the test 
does  not  hold  (Pedersen  and  Sørensen,  2006, 
Pedersen et  al.,  forthcoming).  E.g. for  the con-
cept  'bicycle'  the  different  kinds  of  bicycle  (a 
mountain bike, a racer bike, a carrier cycle) are 
taxonomical  in contrast  to those hyponyms  not 
being kinds of bicycles but instead describing a 
property transversely to the taxonomical  group. 
Some examples are 'herrecykel' (gentleman's bi-
cycle), and 'jernhest' (old bike). While members 
of the last  group, which in DanNet are consid-
ered to be 'orthogonal' and assigned a special fea-
ture, are compatible with any hyponym of bicy-
cle (a gentleman's bicycle as well as an old bicy-
cle  can  at  the  same  time  be  a  racer  bike  or  a 
mountain  bike),  members  of  the  taxonomical 
group are only compatible with the members of 
the orthogonal group (a racer bike cannot  be a 
mountain  bike).  In  Figure  1,  the  orthogonal 
synset 'herrecykel' (gentleman's bicycle) is illus-
trated by a rhombus, in contrast to the taxonomi-
cal hyponyms 'ladcykel' (carrier cycle) and 'klub-
cykel' (standard bicycle).

Figure 1. Some hyponyms of 'cykel' (bicycle). The 
rhombus figure indicates orthogonal hyponymy.

The encoded data on orthogonal versus taxo-
nomical hyponymy in DanNet represents a new 
description of Danish concepts, the information 
on  different  categories  of  hyponyms  not  being 
deducible from the data in a traditional semasio-
logical dictionary like DDO.  See (Pedersen and 
Sørensen, 2006), (Pedersen and Nimb, 2008) and 
(Pedersen et al., forthcoming), for further discus-
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sion of the hyponymy relation in DanNet, also in 
the case of verbs.

The orthogonal feature makes it possible to 
carry out linguistic investigations on the nature 
of the hyponymy relation between Danish words. 
Concepts can be classified as belonging to three 
different levels according to Dirven and Ver-
spoor (1998, p. 38): the general level (plant, ani-
mal, garment), the basic level (tree, dog, 
trousers) and the specific level (oak, labrador, 
jeans). If we consider the hyponymy hierarchy 
for the approx. 6,800 concrete objects in DanNet, 
we find a very even distribution between the 
number of taxonomical and orthogonal co-hy-
ponyms at the general language level. In other 
words, the direct hyponyms of ‘genstand’ (ob-
ject), that is concepts like garment, toy, tool, and 
vehicle, have many orthogonal sister concepts 
which, in principle, are compatible with any tax-
onomical hyponym of ‘genstand’, such as ‘ejen-
dom’ (property), ‘blikfang’ (eye catcher), ‘ek-
semplar’ (specimen), ‘helligdom’ (shrine), ‘kopi’ 
(copy), 'nyhed' (novelty), 'opfindelse' (invention), 
'original' (original) and ‘værdigenstand’ (article 
of value). In Danish we have many words denot-
ing any kind of object which is owned, copied, 
invented, new, valuable etc. We find a much 
smaller percentage of orthogonal hyponyms the 
further down we move in the DanNet hyponymy 
hierarchy, also when it comes to the generally 
quite large sets of hyponyms of the basic level 
concepts (e.g. book: 28 taxonomical and 14 or-
thogonal hyponyms; shoe: 28 taxonomical and 5 
orthogonal hyponyms, trousers: 16 taxonomical 
and 0 orthogonal hyponyms). The concepts at the 
specific language level seem to have very few or-
thogonal sister concepts. 

3 The set of semantic relations  in Dan-
Net 

The  set  of  semantic  relations  in  DanNet  is 
based on the wordnet relations from EuroWord-
Net (Vossen, 1998), extended by three relations 
from the SIMPLE lexicon. In the SIMPLE model 
(Lenci et al., 2000), semantic relations are orga-
nized according to the four qualia roles (Puste-
jovsky,  1995),  relating to  inheritance  structure, 
origin,  composition  and  purpose.  None  of  the 
EuroWordNet relations cover the origin dimen-
sion  and  the  purpose  dimension  of  a  concept. 
During  the  compiling  of  the  Danish  SIMPLE 
lexicon  (Pedersen and Paggio,  2004),  it  turned 
out that the four-dimensional qualia structure in 

general ensured most semantic aspects of a word 
sense to be described in the lexicon. Therefore, 
the  two  SIMPLE  relations  'made_by'  and 
'used_for' were included in DanNet. Also the re-
lation  'concerns'  from the  SIMPLE model  was 
added. Furthermore some relations on synonymy 
are part of the wordnet set of relations. See Table 
1.

Formal Role
(INHERITANCE)

has_hyperonym
has_hyponym
is_a way_of

Agentive Role 
(ORIGIN)

made_by (from SIMPLE)

Constitutive Role
(COMPOSITION)

has_holo_made_of
has_holo_part
has_holo_member
has_holo_location
has_mero_made_of
has_mero_part
has_mero_member
concerns (from SIMPLE)
involved_agent
involved_patient
involved_instrument

Telic Role
(PURPOSE)

used_for (from SIMPLE)
used_for_object
role_agent
role_patient

Synonymy near_synonym
near_antonym
xpos_near_synonym

Table 1 Semantic relations in DanNet

4 A concept and its relations in DanNet

The relations assigned to a concept,  e.g. the 
basic-level concept 'bog' (book), see Table 2, is 
in DanNet mainly based on the DDO sense defi-
nitions. In addition to this, an examination of the 
hyponyms of the concept also proved necessary 
as the set of hyponyms often reveals a number of 
central  semantic  aspects  of  the  hypernym  in 
question which are  not  mentioned in the  DDO 
definition.  Consider  for  example  the  many hy-
ponyms of 'bog' (book) which describe the topic 
of the book thus making it clear that the topic is 
in fact a central semantic aspect of a book, even 
though this is not mentioned in the definition of 
'bog'  itself  in  DDO.  We  find  'fuglebog'  (bird 
book, concerns: bird), 'kogebog' (cookery book: 
concerns:  cooking),  'kriminalroman'  (detective 
novel,  crime  novel:  concerns:  crime).  The  se-
mantic  relation  'concerns:  topic'  has  therefore 
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been assigned at the top level of the 'bog'-hierar-
chy in DanNet and is subsequently restricted to a 
more precise synset for those hyponyms having a 
specific topic sense.

Ontological type [LanguageRepresentation+ 
Artifact+Object]

Formal role/ 
INHERITANCE

has_hyperonym: 'genstand' 
(object)

Agentive role/ 
ORIGIN

made_by: skrive (write); 
trykke (print)

Constitutive role/ 
COMPOSITION

has_mero_made_of: papir 
(paper)
has_mero_part: tekst (text), 
side (page), ryg (back), titel 
(title)
concerns: emne (topic)
involved_agent: forfatter 
(writer)
involved_agent: læser (read-
er)

Telic role/ 
PURPOSE

used_for: læse (to read)

Synonymy near_synonym: hæfte (book-
let; pamphlet)

Table 2. The semantic relations of 'bog' (book) in 
DanNet

In DanNet, the aim has been to describe ex-
plicitly as much semantics as possible by giving 
precise  relations  to  other  concepts  in  order  to 
compensate the likely deficit of world knowledge 
in NLP software using lexical data like DanNet. 
Veale and Hao (2008) claim that even the kind of 
knowledge we normally find in dictionaries does 
not cover what it takes to make a computer un-
derstand  everyday  language,  and  that  wordnets 
should be enriched with information on stereo-
types  and culturally-inherited associations. This 
is outside the scope of DanNet at its current stage 
the aim being instead to define the native speak-
er’s lexical knowledge about a concept and focus 
on  the  prototypical  semantic  aspects.  From an 
ideal point of view, DDO would contain exactly 
this level of information so that the information 
found here just needed to be translated into se-
mantic relations in DanNet, but due to the fact 
that dictionary definitions lean on the language-
user's  ability  of  making  assumptions  (Svensén, 
1993) this is often far from beeing the case. Also 
for syntactic reasons DDO does not always bring 
all the information needed in DanNet. The defi-
nition in DDO had to be a well-formed, not too 

complicated or long phrase, and this is probably 
the reason why nothing is said about the topic in 
the case of books, nor about books typically hav-
ing a title, being written by an author, read by a 
reader etc. Furthermore, the entries in DDO are 
meant to be read as a whole, implying that some 
semantic aspects might emerge from the exam-
ples,  the  list  of  connotations  etc.  Finally  and 
maybe  most  importantly,  the  DDO  definitions 
were  created  in  a  bottom-up  way,  without 
schematic  specifications  for  a  given  group  of 
words in order to ensure all relevant semantic as-
pects to be covered systematically.  Therefore it 
is not surprising that we often find a discrepancy 
between the sometimes quite large number of re-
lations  which  from a  systematic  point  of  view 
should be described for a given sense in order to 
reflect  the  native  speaker's  lexical  knowledge, 
and the ones which are explicitly described in the 
definition of the word in DDO. 

Comparing  DDO and DanNet,  we  can  con-
clude that in the case of artifacts DanNet in gen-
eral contains more information on the meronymy 
relations than DDO does, especially in the cases 
of  the basic-level  concepts.  In DanNet we find 
information on books having pages, a back and a 
title, and on shops having display windows, in-
formation not found in DDO. DanNet also con-
tains far more information than DDO does on the 
typical  user  of  an  artifact  (e.g.  easy  reader  / 
pupil, hymn book / church goer). In Table 3 we 
present a range of examples of cases where infor-
mation  on  the  typical  user  has  been  added  in 
DanNet,  compared  to  what  is  mentioned  in 
DDO. What is interesting in these cases is that 
the  artifact  lemma  is  often  morphologically 
closely related to the user or vice versa, as in the 
examples of shop, shopkeeper, shopper; pharma-
cy, pharmacist; bakery, baker; pilot licence, pilot.

Synset Added information in DanNet 
compared to DDO

flyvecertificat 
(pilot licence): 

involved_agent: pilot (pilot)

briller (glasses) involved_agent: person (person)

forskningsbib-
liotek (research 
library)

involved_agent: forsker (re-
searcher)

læbestift (lip-
stick)

involved_agent: kvinde (woman)

barberkost 
(shaving brush)

involved_agent: mand (man)
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Synset Added information in DanNet 
compared to DDO

ægteskab (mar-
riage)

involved_agent: ægtepar (married 
couple)

apotek (pharma-
cy)

involved_agent: apoteker (phar-
macist) 

bageri (bakery): involved_agent: bager (baker)

registreringsat-
test (vehicle reg-
istration certifi-
cate) 

involved_agent ‘motorkontor’ 
(motoring office). 

Table 3. Examples of added information in DanNet 
compared to what is described in DDO 

A  statistical  investigation  of  the  manually 
added relations (i.e., those not automatically in-
herited from the hypernym of the synset) in the 
synsets of 6,800 object artifacts gives an idea of 
the most important relations when describing an 
artifact by semantic relations. See Table 4. 

Semantic relation Percentage of 6,800 artifact 
objects described with the re-
lation

used_for 28% (book/to read)

has_mero_part 14% (book/page)

concerns 9% (christmas deco-
rations/christmas)

made_by 6% (clothes/to sew)

involved_agent 6% (guitar/guitarist)

has_holo_part 5% (page/book)

has_mero_madeof 5% (clothes/fabric)

has_holo_location 3% (carpet/floor)

near_synonym 3% (book/pamphlet)

Others relations 1% or less

Table 4. The distribution of the percentage of manu-
ally assigned relation types in 6,800 synsets with an 
artifact object sense (inherited relations not included).

The frequent use of the DanNet relations tak-
en from the SIMPLE lexicon model  (used_for, 
made_by, and concerns) supports the decision of 
extending the set of standard WordNet relations. 
It should be remarked that this type of informa-
tion is often deducible from the DDO definition, 
in opposition to the information in DanNet on the 
involved user.

The number  of  manual  assignments  of  rela-
tions also indicates how often we find lexical re-
strictions  between  the  relations  in  artifact 

synsets. In DanNet  a general ‘used_for’ relation 
is always assigned at the top hypernym of a cer-
tain group of artifacts (e.g. tool: used_for: to use; 
garment:  used_for:  to  dress).  Also  the 
involved_agent relation is assigned here with the 
value 'person' (person), e.g. tool: involved_agent: 
person. Whenever the inherited relation value is 
too  imprecise  and  a  manual  assignment  of  the 
two relations is applied for a hyponym, it reflects 
a lexical relation between the artifact synset  it-
self,  the synset  describing the kind of use,  and 
the synset describing the kind of user. We find 
these cases relatively often, since one out of four 
cases of a manual assignment of the used_for re-
lation, e.g. for shaving brush to shave, and for pi-
lot licence to fly, also has resulted in a restriction 
on the type of user, e.g. shaving brush: man; and 
pilot licence: pilot.

5 Conclusion

DanNet contains a high number of well-struc-
tured and consistent semantic data on the Danish 
word senses, and in several cases also more in-
formation than what can be found in the defini-
tions in the dictionary on which the wordnet is 
based, e.g. on different groups of hyponyms and 
on the involved user of artifacts. The investiga-
tions in the DanNet data of 1) the distribution of 
taxonomical and orthogonal hyponyms at differ-
ent conceptual  levels and 2) the distribution of 
the  different  relations  used  to  describe  artifact 
synsets,  which  have  been  presented  here,  shed 
new light  on  the  semantic  relations  between  a 
group of concepts in the Danish lexicon and is 
just a minor example of the types of lexical-se-
mantic studies that can be carried out on a word-
net like DanNet.
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Abstract 

What is an ontology compared to a classifica-
tion system? Is a taxonomy a kind of classifi-
cation system or a kind of ontology? These are 
questions that we meet when working with 
people from industry and public authorities, 
who need methods and tools for concept clari-
fication, for developing meta data sets or for 
obtaining advanced search facilities. In this 
paper we will present an attempt at answering 
these questions. We will give a presentation of 
various types of ontologies and briefly intro-
duce terminological ontologies. Furthermore 
we will argue that classification systems, e.g. 
product classification systems and meta data 
taxonomies, should be based on ontologies.  

1 Introduction 

In recent years many authors have discussed the 
nature of ontologies and proposed various defini-
tions and subtypes of ontologies for various pur-
poses, among them Gruber (2007), Guarino 
(1998), Gómez-Pérez et al. (2004). According to  

 

 
 
Figure 1: Some concepts related to knowledge 

structuring. 
 

CEN (2004) ontologies and taxonomies are types 
of knowledge structuring, as shown in Figure 1. 

The ontology in Figure 1 comprises concepts 
(boxes with systematic notations) and subdivi-
sion criteria (boxes with text in capital letters). 
The concepts are related by means of type rela-
tions (lines between the concept boxes) and fur-
ther described by means of feature specifications 
each consisting of an attribute-value pair (e.g. 
PURPOSE: knowledge representation).  

According to the ontology in Figure 1 one 
may distinguish models and classification sys-

tems as follows: The purpose of a model is to 
give a simplified representation of knowledge 

about phenomena, whereas the purpose of a clas-
sification system is the subdivision of phenomena 

into classes that form the basis for ordering 

‘things’.  
Very often a conceptual data model, repre-

sented by means of an ER diagram or an UML 
diagram, is referred to as ontology. Our recom-
mendation is to use the term ontology only as 
defined here. 

 

2 Various types of ontologies 

In 2007, ISO Technical Committee 37, Termi-

nology and Other Language Resources (ISO TC 
37), set up an Ontology Task Force with the aim 
of proposing a strategy for the work on ontolo-
gies within TC 37. As a basis for this strategy, 
the Task Force will develop an overview of re-
lated ongoing projects, existing standards and 
proposals for future projects within TC 37 as 
well as an overview of examples of ontologies 
and projects 'outside' TC37. The first step in the 
work of the Ontology Task Force is to describe 
different types of knowledge representation re-
sources, and to clarify the differences between 
these. One of the results is a systematic overview 
in the form of an ontology of ontologies which 
comprises proposals for definitions of the differ-
ent types of ontology. 
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Figure 2: Ontology of ontologies. 
 

Figure 2 presents this ontology of ontologies. 
The description of the concepts is to a great ex-
tent based on Guarino (1998). In this ontology 
characteristics and subdivision criteria are intro-
duced that clearly distinguish the types of on-
tologies, e.g. LEVEL, DOMAIN and PURPOSE.  
The broken lines between concepts represent 
part-whole relations. 

The ontology in Figure 2 may be characterized 
as a terminological ontology, i.e. an ontology 
that is based on the terminological method, mak-
ing use of characteristics and subdivision criteria, 
cf. ISO 704 (2000). 

A terminological ontology is a domain specif-
ic ontology. We use the term terminological on-

tology as a synonym of the term concept system, 
which is normally used in terminology work, cf. 
for example ISO 704 (2000). Gruber (2007) de-
scribes an ontology in the following way: An 

ontology specifies a vocabulary with which to 

make assertions, which may be inputs or outputs 

of knowledge agents (such as a software pro-

gram). … an ontology must be formulated in 

some representation language … In our view, the 
demand for a representation language narrows 
the concept, i.e. Gruber’s definition describes the 
concept formal ontology in Figure 2. 

 

3 Ontologies as the basis for classifica-

tion systems  

As already mentioned, we distinguish ontology 
and classification system with respect to purpose. 
However, we strongly recommend that a classifi-

cation system is built on the basis of a termino-
logical ontology or by using the principles of 
terminological ontologies.  

In the extract of the product classification sys-
tem eCl@ss in Figure 3, it is evident that by us-
ing principles of terminological ontologies, this 
system could be structured in a more logical 
way, and thus could be intuitively easier to use: 
automobile, aircraft, railborne vehicle and water 
vehicle are distinguished with respect to ”channel 
of transportation”. For example automobiles are 
meant for traveling on streets or roads while air-

crafts are designed to travel through the air. 
Farming vehicles and hoisting, lifting vehicles 
are characterized with respect to purpose. The 
order of the classes does not make this clear. 

 

 
Figure 3: Extract of a product classification sys-
tem. 
 

Figure 4 presents an ontology with concepts 
corresponding to the classes in Figure 3.  Since 
some of the classes in Figure 3 do not refer to 
automobiles, the top concept chosen is vehicle.  
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Figure 4: Ontology of vehicles. 
 
In the ontology in Figure 4 the concepts are 

clearly delimited from each other by means of 
subdivision criteria: NAVIGATION, CHANNEL 
OF TRANSPORTATION, etc. It may be useful 
to introduce subdivision criteria also in a classi-
fication system in order to make this clear. 

 
1  vehicle 

1.1     wheeled vehicle  
1.1.1        road vehicle 

1.1.1-1          tire 

1.1.1.1           motor vehicle 
1.1.1.1.1              automobile 

1.1.1.1.2              motorbicycle 

1.1.1.2           bicycle 
1.1.2        railborne vehicle 

1.2     craft  

1.2.1        aircraft 
1.2.2        water vehicle 

1.3  farming vehicle  

1.4  hoisting vehicle  

1.5  lifting vehicle  

1.6  special vehicle  

2  trailer  
3  container   

Figure 5: Extract of a classification system. 
 
It is not intuitively understandable why the 

class Bicycle belongs to Automotive technology 
in Figure 3, but it may be because this class 
comprises motor driven bicycles. However, a 
closer look into the class Bicycle, reveals that the 
class also comprises the class Bike. 

During the concept clarification process it 
turned out that there was a need for introducing 
the two concepts wheeled vehicle and craft 

which were not in the classification in Figure 3. 
Based on the ontology in Figure 4, a classifica-
tion list like the one in Figure 5 can be devel-
oped.  

When building a classification system on the 
basis of an ontology, some simplifications will 
typically be made. In Figure 5 the concept self-

propelled vehicle, which is a superordinate con-
cept to motor vehicle and bicycle, is not found as 
a class. One may also consider to leave out the 
class bicycle for the above mentioned reasons. 

As already mentioned, it may be useful to in-
troduce subdivision criteria in order to make ex-
plicit the differences between the classes. 

 

4 Classification systems compared to 

concept systems 

A characteristic of a classification system is that 
the nodes are not always concepts, but often 
groups of concepts. This is true in the Semantic 
Types of UMLS (Unified Medical Language 
System), cf. Figure 6.  

The Semantic Network consists of (1) a set of 

broad subject categories, or Semantic Types, that 

provide a consistent categorization of all con-

cepts represented in the UMLS Metathesaurus®, 

and (2) a set of useful and important relation-

ships, or  Semantic  Relations,  that  exist be-

tween Semantic  Types,  cf.  (Bodenreider, 2005)  
and the Semantic Network Fact Sheet 
(http://www.nlm.nih.gov/pubs/factsheets/umlssemn.html). 
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Figure 6: Example from UMLS. 
 

An example of a semantic type is ‘Body Part, 

Organ or Organ Component’, which conflates 
three concepts: body part, organ and organ com-

ponent. In an ontology these three would be sep-
arate concepts (nodes).  

5 Ontologies as the basis for meta data 

taxonomies  

In order to facilitate data exchange and interope-
rability, it is important to be able to describe 
elements of data collections systematically and 
unambiguously. This is the reason why metadata 
registries comprising sets of metadata categories 
with negotiated definitions and examples, exist 
in many fields.  

When defining a set of metadata categories it 
is very useful to base it on a kind of systematiza-
tion, e.g. a taxonomy, specifying main catego-
ries, categories and subcategories. Otherwise one 
may end up with an incomplete and inconsistent 
set of categories that is very difficult to use and 
to extend.  

In order to obtain a well structured taxonomy 
we will argue that it should be based on the ela-
boration of a terminological ontology. In this 
way the concepts of the domain and their interre-
lations are clarified. In some cases it is even 
possible to generate a taxonomy on the basis of 
an ontology, i.e. some concepts of the ontology 
may more or less automatically be transformed 
into categories of the taxonomy. In other cases, 
the ontology renders the knowledge which forms 
the basis for the construction of the taxonomy. 

6 Data categories for linguistic re-

sources 

ISO 12620:1999, Computer assisted terminology 

management ― Data Categories specifies data 
categories used in terminological resources. 
These data categories are classified in three ma-
jor groups and ten sub-groups: 
 

Term and term-related data categories: 

A.1 term 
A.2 term-related information 
A.3 equivalence  

Descriptive data categories: 

A.4 subject field  
A.5 concept-related description 
A.6 concept relation 
A.7 conceptual structures 
A.8 note  

Administrative data categories: 

A.9 documentary language 
A.10 administrative information 
 

This structure is not homogenous, i.e. it reflects 
various subdividing criteria (dimensions), and it 
does not give a very clear overview of the data 
categories. 

One dimension is for example term-related in-
formation vs. concept-related description. Here it 
is not clear why e.g. subject field and concept 

relation do not fall within the group: concept-

related description. 
In 2003, it was proposed to set up a Data 

Category Registry (DCR) in TC 37 for all kinds 
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of lexical data. Since this DCR also includes data 
categories of dictionaries, the above structure 
was not very appropriate. Consequently it was 
decided to give up a classification of the catego-
ries. In our opinion it will, however, be difficult 
to ensure completeness, consistency, user-
friendliness and extensibility of the above men-
tioned DCR, if there is no structure at all of the 
data categories.  

7 Ontologies as the basis for meta data 

taxonomies  

Figure 7 presents an extract of a terminological 
ontology for concepts pertaining to semantic in-
formation that may be registered in lexical data 
collections, such as e.g. termbases and electronic 
dictionaries. The three main types of semantic 
information are subject classification, content 

specification and semantic relation. 
This ontology uses type relations, part whole 

relations and associative relations (lines with the 
designation of the relation type and an arrow in-
dicating the direction of the relation). 

The group of concepts on the right hand side, 
which are related by means of associative and 
part-whole relations, contribute to a better under-
standing of the concepts that are central for se-
mantic information.  For example, it is illustrated 
that a content specification describes the inten-

sion of a concept, and that the intension consists 
of characteristic features.  

8 The Danish standard of lexical re-

sources 

The Danish Standard DS 2394-1:1998 comprises 
a taxonomy for the classification of lexical data, 
the STANLEX taxonomy. In STANLEX the 
main groups of information types are structured 
according to the linguistic disciplines: etymo-
logical information, grammatical information, 
graphical information, phonetic information, se-
mantic information and usage. Examples of cate-
gories and sub categories are shown in Table 1.  

9 From ontology to taxonomy 

The ‘backbone’ of the ontology in Figure 7 con-
sists of the top concept semantic information and 
the subordinate concepts which are related to this 
concept by means of type relations: lexical para-

phrase, analytic definition etc. These concepts 
will typically form the background for categories 
to be included in a taxonomy. As already men-
tioned, the concepts that are related by means of 
part-whole relations or associative relations typi-
cally give a better understanding of the central 
concepts, but it will often not be relevant to in-
troduce corresponding categories in a taxonomy.

 

 
 

Figure 7: Ontology of semantic information.
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Main 
group 

Category Subcategory 

Semantic 
information 
 

Subject clas-
sification 

• Classification system 

• Normative subject classifica-
tion 

• Nonnormative subject classi-
fication 

Semantic 
relations 

• Concept system 

• Position of concept in con-
cept system 

• Generic relation 

• Partitive relation 

• Successive relation 

• Causal relation 

• Associative relation 

• Antonymy 

• Metonymy 

• Equivalence within one lan-
guage 

• Equivalence between two or 
more languages 

• Equivalence constraint 

Content spe-
cification 

• Lexical paraphrase 

• Analytic definition 

• Denotative definition 

• Ostensive definition 

• Additional information 

• Background information 

• Characteristic feature 

• Figurative meaning 

Table 1: Categories and subcategories of Semantic 
Information. 

 
The nodes in a taxonomy represent categories, 

not concepts, and a taxonomy category may 
sometimes correspond to more concepts. This 
may be more user friendly, since the user of the 
taxonomy will then not have to worry about sub-
tle distinctions. For example, in Figure 7, the 
concept additional information refers to informa-
tion in the form of supplementary characteristics, 
while background information gives further in-
formation about historical, technical, legal or 
other aspects of the semantics of the lexical en-
try. In a taxonomy, one might decide to 'merge’ 
the two concepts additional information and 
background information into one category, since 
it may be difficult for the user of the taxonomy to 
choose between them.  

Sometimes the taxonomy will not comprise 
the 'lowest’ levels of a hierarchy in the corre-
sponding ontology. For example there may not 
be a need for distinguishing between delimiting 

characteristics and supplementary characteris-

tics in the taxonomy. This is the case in the Dan-
ish Standard of lexical data categories. 

In some cases it may be relevant to convert 
concepts of an ontology participating solely in 
associative or part-whole relations into catego-
ries in a taxonomy. For example it may be rele-
vant to include the categories feature specifica-

tion, attribute and value from Figure 5 as taxon-
omy categories. 

10 Conclusion 

In this paper we have argued that by applying 
principles of terminological ontologies when 
constructing a product classification system or a 
metadata taxonomy, it is possible to obtain a 
clear and intuitively understandable structure and 
in this way to obtain completeness, consistency, 
user-friendliness and extensibility. In some cases 
an ontology may be mapped directly into a clas-
sification system, but in other cases it will be 
necessary and useful to introduce adjustments 
into the classification system compared to the 
ontology. The principles that we introduce here 
are relevant for the development of all kinds of 
classification systems. 
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Abstract

This paper presents a work on extending
the adverbial entries of WOLF, a seman-
tic lexical resource for French. This work
is based on the exploitation of the deriva-
tion and synonymy relations; the latter
are extracted from the DicoSyn synonyms
database. The resulting semantic resource,
which is freely available, is manually eval-
uated and validated in an exhaustive man-
ner.

1 Introduction

Nowadays, the availability of resources for Nat-
ural Language Processing (NLP) remains a hot
topic, in particular for French. The situation is
slightly improving as compared to English as far
as morphological and syntactic resources are con-
cerned (Sagot et al., 2006). However, this is not
yet the case for semantic resources, despite ef-
forts made to provide a freely-available wordnet
for French, WOLF (see Section 2.2).

In this paper, we describe a first step in this di-
rection. Restricting our area of investigation to ad-
verbs, our goal is to complete WOLF, thanks to the
morphological and syntactic lexicon Lefff (Sagot
et al., 2006) and the synonyms database DicoSyn
(Ploux and Victorri, 1998).

This paper is organized as follows. In Section 2,
we introduce the three resources used in our work.
In Section 3 we describe how we extended WOLF
thanks to two complementary techniques. Finally,
in Section 4 we detail the results of the exhaustive
manual evaluation of the resulting entries.

2 Ressources

2.1 Lefffand the Lexique-Grammaire tables

Lefff (Lexique des Formes Fléchies du Français,
Lexicon of French Inflected Forms) (Sagot et al.,

2006), is a large-coverage morphological and syn-
tactic lexicon for French which is freely avail-
able.1 Lefff aims at conciliating linguistic rele-
vance and usability in NLP applications. In par-
ticular, it is used in several parsers that rely on
various formalisms (LFG, TAG). Lefff, currently
in version 3, covers all categories and is progres-
sively enriched with syntactic and semantic infor-
mation, notably by comparing it to other syntac-
tic resources (Danlos and Sagot, 2007). Thus, ad-
verbial entries in Lefff were enhanced (Sagot and
Fort, 2007) thanks to the Lexique-Grammaire ta-
bles of adverbs in -ment, the so-called Molinier
tables (Molinier and Levrier, 2000).

In French, adverbs ending in -ment form a large
class of adverbs. Moreover, as opposed to other
adverbs, it is an open class. Those adverbs form
a morphologically homogeneous class, since most
of them are built according to the pattern adjec-
tive + ment. Numerous other adverbs exist, and in
particular a large amount of adverbial phrases, but
they lie beyond the scope of this work.

2.2 WOLF

WOLF (WOrdnet Libre du Français, Free French
Wordnet) is a semantic lexical resource for French,
freely available (Sagot and Fišer, 2008).2 It is
a wordnet, based on the model of the Princeton
WordNet (PWN), the first wordnet ever developed,
which deals with English (Fellbaum, 1998). Like
any wordnet, WOLF is a lexical database in which
words (lexemes, literals) are divided by parts-of-
speech and organized into a hierarchy of nodes.
Each node has a unique id, and represents a con-
cept or synset (set of synonyms). It groups a cer-
tain amount of synonymous lexemes that denote
this concept. For example, in the PWN (version
2.0), the synset ENG20-02853224-n contains the

1http://gforge.inria.fr/projects/
alexina/

2http://wolf.gforge.inria.fr/
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lexemes {car, auto, automobile, machine, motor-
car}. Lexemes can be single words as well as
multi-word expressions, taking also into account
metaphoric and idiomatic usage. Synsets also con-
tain a short gloss, and are related to other synsets.
For example, the above-mentioned synset is re-
lated to the synset {motor vehicle, automotive ve-
hicle} by a hypernymy relation, and to the synset
{cab, hack, taxi, taxicab} by a hyponymy relation.

WOLF was built using the PWN 2.0 and vari-
ous multilingual resources, thanks to two comple-
mentary approaches. Polysemous lexemes were
dealt with using an approach that relies on par-
allel corpora in five languages, including French,
that were word-aligned. Several multilingual lex-
icons were extracted from those aligned corpora,
taking into account three to five of the available
languages (precision and recall of these lexicons
vary w.r.t. the number of languages taken into ac-
count). Multilingual lexicons were semantically
disambiguated thanks to wordnets for the corre-
sponding languages. On the other hand, monose-
mous PWN lexemes only required bilingual lex-
icons that were extracted from wiki resources
(Wikipedia, Wiktionary) and thesauri. Nominal
and verbal sub-wordnets of WOLF were evaluated
against the French wordnet built during the Eu-
roWordNet project.3

WOLF contains all PWN 2.0 synsets, includ-
ing those for which no French lexeme is known.
The latest version of WOLF before this work, ver-
sion 0.1.4, includes French adverbial lexemes for
only 676 of the 3,664 adverbial synsets, i.e., only
18.4%, and only 983 lexeme-synset pairs corre-
sponding to only 665 unique adverbial lemmas.
For this reason, we applied two complementary
techniques to improve WOLF’s coverage. One
of those techniques relies on the morphological
and semantic derivation relation that often exists
between an adverbial synset and its correspond-
ing adjectival synset, both in English and French.
The other technique relies on the expoitation of the
synonyms database DicoSyn.

3The wordnet developed during the EuroWordNet
project (Vossen, P., 1999) is the only other French wordnet. It
contains only nominal and verbal synset, but no adjectival or
adverbial synsets. Moreover, important license problems ex-
plain why it is rarely used in the research community. Finally,
and partly for the same reason, it has not been improved since
its creation. Those are the three main motivations for the de-
velopment of WOLF.

vivement profondément

infiniment

généreusementardemmentpassionnément

fortement

Figure 1: Extract from the adverbial synonymy
graph

2.3 DicoSyn and the cliques of synonyms

DicoSyn is an electronic dictionary of synonyms,
whose latest versions are available for online us-
age.4 The initial base (Ploux and Victorri, 1998)
was created merging seven French classic dic-
tionaries (Bailly, Benac, Du Chazaud, Guizot,
Lafaye, Larousse and Robert) from which the syn-
onymic relations were extracted. The major ad-
vantage of this dictionary is that it explicitly shows
the graph of the synonymy relation.5 Ploux and
Victorri designed Visusyn, that allows to explore
the graph. It is then possible to automatically visu-
alize and characterize the semantic properties of a
unit, using the sub-graph it constitutes with its syn-
onyms (François et al., 2002; Venant, 2004), or to
study in a more global way the semantic character-
istics of a whole lexical paradigm (Venant, 2007).
We were thus able to exploit a graph of adverbial
synonyms. As DicoSyn does not contain any in-
dication regarding categories, this graph was built
mapping DicoSyn with the adverbs in -ment from
Lefff. The graph comprises 1,597 nodes (adverbs)
and 4,344 (synonymy) connections. Among those
nodes some are not adverbs ending in -ment, but
synonyms of such adverbs (for example, bien is
a node of the graph due to the fact that DicoSyn
indicates that it is a synonym of amplement or
copieusement). Figure 1 presents an extract from
this graph.

We exploited this graph using the notion of
clique. A clique is a the largest possible set
of nodes connected as pairs. Thus, the graph
in figure 1 contains 3 cliques: {ardemment,
fortement, passionnément, vivement} (we cannot
add généreusement which is neither a synonym

4http://dico.isc.cnrs.fr/ and
http://elsap1.unicaen.fr/dicosyn.html

5It is of course a partial synonymy relation, that Ploux and
Victorri define in the following way: ”Two lexical units are in
a synonymy relation if any of the occurrences of one of them
can be replaced by any occurrence of the other in a certain
number of environments, without profoundly modifying the
meaning of the text it belongs to.” It is a symmetric relation.
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of fortement, or passionnément), {ardemment,
généreusement, vivement} and {infiniment, pro-
fondément, vivement}. The obtained adverbial
graph comprises 2,247 cliques. The idea behind
this is that a clique corresponds to a possible usage
of the adverb. A clique being a set of synonyms,
it more or less corresponds to a WordNet synset.
Thus, cliques constitute the structural unit of the
graph semantic analysis.

3 Extending WOLF

As previously stated, we first extended WOLF in
order to increase the number of non-empty adver-
bial synsets (for which at least one French lexeme
exists) as well as the number of lexemes in each
non-empty synset. To do so, we used two types
of relations between lexemes: the derivation rela-
tion, between an adverb ending in -ment and its
corresponding adjective, and the synonymy rela-
tion between adverbs, as defined by the cliques in
DicoSyn .

3.1 Using the derivation relation
The method based on the derivation relation arose
from the two following observations:

• The PWN includes a derivation relation (de-
rived) that links some adverbial synsets to
one or more adjectival synsets. This link indi-
cates that some adjectival lexemes in the ad-
jectival synset allow the construction, using
morphological derivation (-ly suffix), of some
adverbial lexemes of the adverbial synset.
Naturally, this link also indicates a semantic
connection between the two synsets.

• The mechanism of morphological and
semantic derivation between adjec-
tives and adverbs is often parallel
in English (adjective + ly) and French
(adjectivefem,sing + ment).6

We therefore collected, for each adverbial
synset, the (French) adjectives in the adjectival
synset connected through the derived relation. We
then applied the morphological derivation algo-
rithm to those adjectives.7 The obtained adverbs
which appear in Lefff were kept and allocated to

6This is of course not always true (see
courante/couramment and many others), but it is still a
reasonable heuristics.

7The feminine singular form of the adjective being taken
from Lefff .

the adverbial synset (with a note specifying that
the lexeme–synset links were built using morpho-
logical derivation).

Let us consider, for example, the ENG20-
00115661-b synset. In WOLF 0.1.4, it only con-
tains the (correct) lexemes toujours and invari-
ablement. Yet, this synset is connected to the ad-
jectival synset ENG20-02417249-a through a de-
rived relation and the latter comprises the lex-
emes permanent, invariable and perpétuel. There-
fore, the potential adverbs permanentement, in-
variablement and perpétuellement are built. The
first one is removed, as it does not appear in
Lefff , the second one confirms a lexeme that al-
ready belonged to the adverbial synset, and the last
one allows the creation of a new lexeme–synset
connection. In the end, the ENG20-00115661-b
synset is transformed into {toujours, invariable-
ment, perpétuellement}.

Using this method, the number of adverbial
lexeme–synset relations in WOLF raised from 983
to 1,536 (+56%). The number of non-empty ad-
verbial synsets raised from 676 to 969 (+43%).
The number of adverbial lexemes in WOLF raised
from 665 to 889 (+23%).

3.2 Using the synonymy relation

Once the adverbial synsets of WOLF completed
using the derivation relation between adverbs end-
ing in -ment and adjectives, we applied a method
based on the synonymy relation, as defined by the
DicoSyn cliques. Three steps were necessary.

1. We first associated to each lexeme–synset
connection a weighting rate according to
their origin (see section 2.2). If a connection
was built (among other sources) from bilin-
gual resources (wiki resources), it receives
a rate of 5. If the connection was built us-
ing aligned multilingual corpora, the rate is
4, if one of the corpus contained at least 4
languages, 3 if they all contained only 3 lan-
guages. In all other cases, including for con-
nections built using the derivation relation, a
rate of 2 is associated to the connection.

2. Each adverbial synset is then associated to
the DicoSyn clique which corresponds the
most, i.e. not simply containing the high-
est number of lexemes in common, but rather
maximizing the sum of the rates of the lex-
emes shared by the clique and the synset.
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3. Each synset is then completed with all the
lexemes (adverbs) belonging to the associ-
ated clique.

For example, let us consider the ENG20-
00115661-b synset, the very same synset we pre-
viously detailled. Once extended using the deriva-
tion relation, it contained the adverbs toujours,
invariablement and perpétuellement. As the first
two were built using the French Wiktionary, they
receive a rate of 5. The adverb perpétuellement,
built by derivation, receives a rate of 2. Therefore,
the clique maximizing the sum of the rates of the
common lexemes is {éternellement, invariable-
ment, perpétuellement, sans cesse, toujours}. Two
adverbs were thus added to the ENG20-00115661-
b synset, the multi-word adverb sans cesse and the
-ment adverb perpétuellement.

Using those methods, we increased the number
of lexeme–adverbial synset relations from 1,536 to
2,149, which represents a 28.5% increase.

4 Evaluation of the extended WOLF

4.1 Methodology
We conducted a manual evaluation of all the ad-
verbial synsets we obtained, i.e. of the 2,149
lexeme–synset pairs, comprising 1,025 adverbial
lexemes. Each author manually validated the cou-
ples comprising one fourth of the lexemes; the re-
maining fourth being evaluated by the three au-
thors, thus allowing for inter-validator agreement
calculus.

Validating a lexeme–synset pair consists in as-
signing it one of the following codes:

• OK: correct association;

• SC (Semantically close): one of the mean-
ing of the lexeme is semantically close to that
of the synset (hyponym, hypernym, pseudo-
synonym);

• SR (Semantically related): one of the mean-
ing of the lexeme is semantically related (but
less close) to that of the synset;

• NR (Non Related): no meaning of the lexeme
is related to that of the synset;

• CC (Composed Component): false associa-
tion, but the lexeme is one of the component
of a multi-word lexeme which would fit in the
synset;
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Figure 2: Comparison between the 3 validators of
the distribution of evaluation codes for the same
530 lexeme–synset pairs

• ID (Incorrect Derivation): false association,
due to a derivation issue such as an ambiguity
of the intermediary adjective or the lack of
parallel between morphological and semantic
derivation (see, for example, absolument in
the synset defined by in a royal manner)

• SE (Spelling Error): spelling error in the lex-
eme, the association is to be rejected;

• WC (Wrong Category): false association,
due to an erroneous part-of-speech tagging of
the lexeme (see, for example, bougonnerie)

4.2 Inter-validator agreement

For one fourth of the lexemes, the three authors
carried out the evaluation independently. If we
replace all the codes other than OK by a unique
NONOK code, the three validators agree on 366
of the 530 lexeme-synset pairs, i.e., 69% of such
pairs are validated three times NONOK or three
times OK. The latter case (all validators agree
the pair is correct) covers 292 lexeme-synset pairs
(55%). Examining the distribution of the codes
for each validator, we noticed differences in terms
of tolerance level (see figure 2). As the bound-
ary between codes like SC, SR and NR is diffi-
cult to define objectively, the variety of decisions
about them is not surprising. On the opposite,
over the 456 pairs judged OK by at least one of
the validators, only 292 were validated (OK) by
the three validators (64%) and 94 by two valida-
tors (20,6%). The agreement rate is therefore quite
low. This can be explained by the difficulty of the
task (some synsets cannot be easily differentiated)
and by the scarcity of some adverbs.

The analysis of those results led us to associate
a unique code to the lexeme–synset pairs evaluated
by the three validators, in the following way:
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• OK if the three evaluations are OK-OK-OK,
OK-OK-SC, OK-OK-SR, or OK-SC-SC ;

• SC if they are OK-SC-SR or SC-SC-SR ;

• SR in the other cases where there is one or
two OK amongst the three, as well as in the
SC-SR-SR and SR-SR-SR cases;

• SE (ID, CC, WC) in the other cases, if a val-
idator gave the SE code (ID, CC, WC);

• NR in the remaining cases.

Needless to say that the lexeme–synset pairs
evaluated by only one validator keeps the code
s/he gave them.

4.3 Evaluation results and obtained resource
The results are quite promising (see table 1), as
we obtain more than 68% of correct lexeme-synset
associations (OK). We kept 1,461 of the 2,149
lexeme-synset relations that we built automati-
cally (as compared to 983 before this work, which
were not manually validated). WOLF now con-
tains 871 adverbial lexemes (as compared to 665
when we started) belonging to 871 non empty
synsets (as compared to the initial 676). There-
fore, the improvements in WOLF cover not only
its quality, due to the manual validation, but also
the number of synsets.

Total OK SC SR NR
2 145 1 461 296 147 162
100% 68,1% 13,8% 6,9% 7,6%

ID CC WC SE
41 26 13 3

1,9% 1,2% 0,6% 0,1%

Table 1: Results of the manual validation

5 Conclusion and prospects

At a time when the lack of large scale lexical re-
sources for French weights on NLP research, we
showed the interest of using several existing re-
sources to enrich or diversify their content. The
Lefff –WOLF interaction, through DicoSyn, al-
lowed us to enrich WOLF both in terms of qual-
ity and quantity. This work led to an increase of
nearly 55% of the adverbial lexeme–synset rela-
tions in WOLF.

Those encouraging results also show that it is
worthwhile exploiting a lexicon as a graph, at least
as far as the automatic access to semantic informa-
tion is concerned. The synonymy and the adverbs

ending in -ment were ideal for this experiment and
encourage us to explore other paradigmatic (hy-
pernymy, antonymy) or syntagmatic (through cor-
pus analysis) relations, as well as other parts-of-
speech, like, for example, the nouns ending in -ité
or the verbs in -ifier and -iser.
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Abstract

In this paper, we give details on our on-
going efforts to building a lexical resource
that provides fine-grained lexical-semantic
analyses of French verbs, in addition to a
formal organisation of the ontological con-
cepts that are used to describe them. For
implementing this information, we make
use of technology developed in the context
of the Semantic Web, such as the Web On-
tology Language OWL, Description Logic
reasoners, and the Semantic Web Rule
Language SWRL.

We motivate our efforts by comparing our
verb analyses to those found in the French
EuroWordNet (Vossen, 1998). We fur-
ther show the necessity of detailed lexical-
semantic knowledge – including informa-
tion about presuppositions and inferences
– as well as of ontological type informa-
tion e.g. on permitted fillers for argument
slots, for the successful completion of
computational linguistic tasks. Since our
resource is primarily intended for compu-
tational use, we will outline possible ap-
plications of the modelled information.

1 Introduction and Motivation

A number of large-scale lexical resources con-
taining lexical-semantic information have been
created and mapped to resources of ontological
knowledge, such as WordNet and FrameNet (Fell-
baum, 1998; Baker et al., 1998). Although impres-
sive in quantitative terms, what these resources
lack to a large extent is an in-depth formal lexical-
semantic analysis, e.g. one that provides presuppo-
sitional and inferential information. However, this
knowledge is required in order to be able to suc-
cessfully perform automatic reasoning tasks such
as the recognition of textual entailment.

While these resources might still serve as a solid
basis for starting in-depth lexical-semantic ana-
lysis of English lexical items, there is no such
resource of comparable quality for French. Al-
though there is a French EuroWordNet (Vossen,
1998), its usability is questionable particularly be-
cause it contains a lot of inaccuracies in the de-
scription of the verbal domain. As for existing on-
tological resources, they tend to describe continu-
ants (i.e. entities that are persistent through time,
such as objects or organisations) with far more ac-
curacy and detail than occurrents (i.e. entities that
have temporal parts, such as events or processes).

In this paper, we will show our approach to
building a resource that provides in-depth analyses
of the lexical semantics of French verbs and that
takes into account also presuppositional and infer-
ential information. The lexical-semantic analyses
are tightly linked to concepts in an ontology of oc-
currents. However, despite the references to large-
scale lexical-semantic resources, the purpose of
this paper is not to present a finished large-scale
resource that is capable of directly competing with
existing ones, but rather to illustrate ongoing work
on principles for modelling a formal combination
of syntactic, lexical-semantic, and ontological in-
formation in a single resource.

In the following section, we will introduce the
necessary background and look at the extent to
which existing resources could be used in the cre-
ation process. The process itself is described in
detail in Section 3.

2 Background and Related Work

2.1 Formalisms
The formalisms that are used for building the re-
source have been developed in the field of the Se-
mantic Web, a research area devoted among oth-
ers to providing tools and formalisms for assigning
meaning to web content (Berners-Lee et al., 2001).
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In particular, we make use of the Web Ontology
Language OWL (Bechhofer et al., 2004) and the
Semantic Web Rule Language SWRL (Horrocks
et al., 2004). While these formalisms have been
described at length in the relevant literature, we
will quickly summarise the main characteristics
that are necessary for the comprehension of the pa-
per.

OWL. The Web Ontology Language (Bechhofer
et al., 2004) is a formalism based on the Resource
Description Framework RDF1 and can be ex-
pressed in XML syntax. Its main building blocks
are classes (corresponding to one-place predicates
in first-order logic), properties (two-place predi-
cates) and individuals (instances of classes). OWL
comes in three sublanguages, which differ wrt.
their expressivity: OWL Lite is the least expres-
sive sublanguage and allows for simple class defi-
nitions; OWL DL is based on description logic, a
decidable fragment of first-order logic, which al-
lows for all OWL constructs but restricts the use of
some of them in order to maintain decidability of
reasoning; OWL Full is the most expressive sub-
language and imposes no restrictions on the lan-
guage constructs, however at the cost of decidabil-
ity. For example, in OWL Full it is possible to
express that a class is an instance of another class,
which is disallowed in OWL DL.

SWRL. The Semantic Web Rule Language
(Horrocks et al., 2004) adds expressivity to OWL
in that it allows for the expression of Horn-like
rules, i.e. disjunctive rules with at most one pos-
itive literal, for example

¬hasFather(x,y)∨¬hasBrother(y,z)∨hasUncle(x,z)

which is equivalent to the following rule:

hasFather(x,y)∧hasBrother(y,z)→ hasUncle(x,z)

SWRL can be expressed directly in OWL syn-
tax – so the resulting documents are still OWL
compliant – and the rules can be interpreted and
executed by tools such as the Jess R© rule engine2.

2.2 Lexical-semantic resources and
ontologies

EuroWordNet. The EuroWordNet project
(Vossen, 1998) aimed at providing resources
similar to Princeton WordNet (Fellbaum, 1998)
for seven European languages, all of which are

1http://www.w3.org/RDF/
2http://www.jessrules.com/

connected through an interlingual index (ILI) that
contains a set of language-independent concepts.
The ILI is linked to the so-called EuroWordNet
Top Ontology, an upper-ontology-like collection
of features that have been designed to describe
the lexical-semantic relations in the wordnet. The
French version of EuroWordNet contains roughly
8,300 verb senses and 24,500 noun senses, which
are organised into 22,745 synonym sets and linked
using lexical-semantic relations like hyponymy
and meronymy.

In contrast to the scale of the resource in terms
of covered senses, the detail of description is gen-
erally limited to taxonomic relations between syn-
onym sets and does not include information on ar-
gument structure. However, the probably biggest
drawback of the French EuroWordNet lies in its
inaccuracy and even partial incorrectness, mainly
wrt. to the verbal descriptions, both of which prob-
ably stem from semi-automatically translating En-
glish synsets into French (Dutoit et al., 1998).
Therefore, only the noun hierarchy can be consid-
ered as a useful starting point for building other
lexical resources, whereas the verb hierarchy can
only provide a rough sketch as to the interpretation
and organisation of the senses.

Other resources. Apart from EuroWordNet,
there is no large-scale lexical resource of French
that provides qualitatively adequate lexical-
semantic analyses. While resources such as
FrameNet and VerbNet (Baker et al., 1998;
Kipper-Schuler, 2006) exist for English, none of
these have been extended to French in a compara-
ble way yet.

2.3 Ontologies
SUMO. Together with DOLCE (see below), the
Suggested Upper Merged Ontology (Niles and
Pease, 2001) is one of the most widely used ones
in the NLP community, among others due to the
fact that mappings have been created to Prince-
ton WordNet (Niles and Pease, 2003) and the Eu-
roWordNet ILI (Spohr, 2008a). SUMO comes
with MILO, a mid-level ontology, as well as do-
main ontology extensions, which in total contain
20,000 terms and 70,000 axioms. While origi-
nally implemented in SUO-KIF – a formalism in-
tended as first-order language – SUMO has also
been translated to OWL Full, with the attempt to
preserve as much as possible of the original ax-
iomatisation.
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Despite its quantitative size and degree of for-
malisation, SUMO has been criticised primar-
ily wrt. the usability of its axiomatisations, since
they are questionable from a modelling perspec-
tive (e.g. instances being concepts at the same time
and relations being modelled as concepts). More-
over, SUMO seems to lack a clear theoretical ba-
sis, as it adopts ideas from different ontological
theories (Sonntag et al., 2007).

DOLCE. The Descriptive Ontology for Lin-
guistic and Cognitive Engineering (Gangemi et
al., 2003a) is an upper-level ontology that has
been designed with a strongly cognitive bias. Its
classes and the relations among them have been
implemented with the OntoClean methodology
(Guarino and Welty, 2002), which gives the re-
source a formally and theoretically more solid ba-
sis than e.g. SUMO. As was mentioned above,
DOLCE has also been mapped to Princeton Word-
Net (Gangemi et al., 2003b).

DOLCE is the first reference module of the
WonderWeb library of foundational ontologies,
and it has a number of extensions (e.g. an ontol-
ogy of information objects). In total, DOLCE and
its extensions comprise roughly 200 classes and
300 properties, and they are available as OWL ver-
sions.

Next to this version of DOLCE, which is called
DOLCE-Lite-Plus, there exists a version called
DOLCE-Ultralite (DUL), which uses friendly
names for classes and properties and simple class
restrictions.3 For these reasons, and since DUL is
– as DOLCE-Lite-Plus – expressed in OWL DL,
it provides a solid formal basis for the definition
of a lexical-semantic and ontological resource. In
total, DUL contains roughly 200 classes and 130
properties.

3 Creation and Computational Use of the
Resource

In the following, we will discuss the different steps
in the process of building the resource. The man-
ual analysis that precedes the other ones will be
omitted here since it has been discussed at length
in (Martin et al., to appear). However, it is impor-
tant to notice that at the end of this analysis step,
we have obtained a formal lexical-semantic repre-
sentation of different senses of a verb that contains
information about presuppositions and inferences,

3http://wiki.loa-cnr.it/index.php/
LoaWiki:DOLCE-UltraLite

in addition to information about sense-specific re-
strictions on the ontological type of argument slot
fillers (e.g. “the subject has to be human” or “a di-
rectional prepositional phrase has to be present”).

3.1 Interfaces between syntactic, ontological
and lexical-semantic knowledge

In this section, we will explain how we model the
knowledge obtained from the manual analysis, on
the one hand in the form of a kind of “lexical
entry” for the different senses, on the other hand
in the form of ontological concepts and inference
rules.

Ontological argument restrictions in the lexi-
con. On the basis of the above analysis, we cre-
ate a small subhierarchy of classes in our lexicon,
corresponding to the senses of a verb. The classes
are organised hierarchically (as shown in Figure 1)
in order to be able to express generalisations that
hold for more than one sense, and in order to be
able to complete reasoning tasks such as “is the
occurrence of pousser in this sentence a physical
sense of pousser?”.

pousser
pousser figurative

pousser conceptual
pousser conceptual1
pousser conceptual2

. . .
pousser psychological

pousser psychological1
. . .

pousser physical
. . .

Figure 1: Hierarchy of senses of pousser

Each of the “leaf classes” (e.g. pousser concep-
tual1) represents a specific configuration of syn-
tactic and ontological parameters, which are mod-
elled as necessary and sufficient conditions on the
definition of the respective class. These axioms
are the result of expressing the findings and intu-
itions wrt. the ontological type of the arguments
in the manual analysis step in terms of DOLCE-
Ultralite concepts. Figure 2 below shows such a
configuration for one of the conceptual senses of
pousser.

The formalisation is to be interpreted as fol-
lows: in order to be classified as an instance of
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pousser conceptual1 ≡ pousser

∃ sub j (∃ canDenote dul:Organism)

∀ sub j (∃ canDenote dul:Organism)

∃ ob j (∃ canDenote dul:Abstract)

∀ ob j (∃ canDenote dul:Abstract)

≥ 3 arg owl:Thing

Figure 2: Axiomatisation of pousser conceptual1

pousser conceptual1, it is both necessary and suf-
ficient to be an instance of pousser, with a sub-
ject that can denote an organism, with a direct ob-
ject that can denote something abstract, and with
at least one more argument (i.e. the number of ar-
guments is at least 3; owl:Thing just refers to “any
kind of entity”). The predicate canDenote used
in the formalisation captures the polysemy of the
nominal argument, since the classes that represent
nouns contain as axioms the ontological concepts
they can denote, such as e.g. the class faim1 with
the axiom ∃ canDenote dul:SocialObjectAttribute.
So in other words, the object part of the example
above states that the value of the obj property of
pousser has to be an instance of a class that can
denote something abstract (i.e. dul:Abstract or any
of its subclasses). An example of an instance of
this sense of pousser is given in sentence 1 below.

(1) Pierre
Pierre

a
has

poussé
pushed

ma
my

faim
hunger

jusqu’à
to the point of

la rage.
fury.

As can be seen in the figure, we have imple-
mented a very tight link between ontological and
syntactic information. In addition to this, we have
a further link from the syntax to the ontological
and formal lexical-semantic analysis, which will
be illustrated in the following.

Inference rules. In order to model the infer-
ences triggered by the syntactic configurations
shown above, a formalism that goes beyond the
expressivity of OWL is needed, e.g. to be able to
make assertions about the entities involved. For
this we make use of SWRL rules that contain a
specific syntactic configuration in the rule body
(e.g. pousser(?e)∧ sub j(?e,?x)∧ob j(?e,?y)) and
a resulting lexical-semantic output configura-
tion in the rule head (e.g. PUSHING(?e) ∧

agent(?e,?x)∧V ECTOR(?v)∧ source(?e,?v) . . .).
Such a rule is interpreted for example as “if we
have an instance e of pousser with subject x and
object y, then e is also an instance of a PUSHING-
event, with x as agent and a vector v as source . . . ”.
Thus, rules implement a crucial link between the
syntax on the one hand, and lexical-semantic and
ontological knowledge on the other.

Ontology of occurrents. As can be seen in the
rule excerpt above, we make use of other onto-
logical concepts in addition to the ones defined in
DUL, such as PUSHING and V ECTOR. Taxo-
nomically, they are located below the DUL con-
cepts in the hierarchy, as they represent more
specific cases of the ones defined there, e.g.
PUSHING as a more specific kind of Action. The
aim of this ontology of occurrents is to also as-
sign axiomatic definitions and inference rules to
the concepts therein, in order to generalise concep-
tual properties over specific lexical realisations,
i.e. verb senses. This ontology is still work in
progress, and since we intend to design it accord-
ing to the OntoClean principles, we have used
DUL to sort of “prestructure” our concept hierar-
chy. However, defining essential and rigid prop-
erties or identity criteria of occurrents is an entire
topic of its own, and will be part of future research.

3.2 Computational use
In the following paragraphs, we will briefly ex-
plain how the resource can be used for automatic
word-sense disambiguation and calculation of in-
ferences.

Disambiguation of verbs in context. The pri-
mary factors that can be used for the disambigua-
tion of verb senses is the ontological type of the
syntactic arguments. As was shown in Figure 2
above, these are modelled as necessary and suffi-
cient conditions in the respective class definition.

For disambiguating a sentence like the one in
(1), we would first assume syntactic input that
provides at least information about the predicate
(pousser), its arguments (e.g. subject = Pierre, ob-
ject = faim etc.) as well as the tense used (in this
case passé composé). The fillers of the argument
slots are then looked up in selectional preference
lists of the respective predicate (Spohr, 2008b),
which contain information about the most prob-
able ontological types per argument slot, and the
sense of the noun whose ontological type scores
highest is selected and asserted in the resource.
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For example, after having selected a sense of faim,
we assert an individual x as an instance of the class
faim1 and link it to the predicate by means of the
subj relation, i.e. subj(x). On the basis of (i) the
syntactic configuration, (ii) the necessary and suf-
ficient conditions in the classes for pousser, and
(iii) the sense selection for the nominal arguments,
a description logic reasoner (e.g. Pellet; (Sirin et
al., 2007)) is run and infers a sense of the predi-
cate pousser that has been used in this particular
sentence.

Calculation of inferences. Once a sense has
been selected by the reasoner, the system can ex-
ecute the SWRL rules that have been defined for
the respective senses in order to calculate the in-
ferences that are licensed on the basis of the previ-
ous sense selection. As was mentioned in Section
3.1, the appropriateness of a rule is further deter-
mined by the syntactic context in which the verbal
predicate has been used, and which has to match
with the one stated in the rule body. The new state-
ments that result from the rule execution are then
asserted in the resource. They represent the logi-
cal form of the input sentence, based on the onto-
logically enriched manual lexical-semantic analy-
sis. This information, which is directly encoded in
OWL, can then further be made available to other
applications.

3.3 Current state of and future plans
As was already mentioned in the introduction, the
resource is not in a state of being applied to real-
life tasks. The lexical-semantic analysis of verbs
as well as the definition of the ontology are still
work in progress, and the current size in terms of
senses covered is very small. Nonetheless, sam-
ple tests on selected corpus sentences have been
able to serve as a proof of concept for the rich for-
malisation of verbs as being done in our project.
Therefore, with the formal principles of modelling
lexical-semantic and ontological information de-
fined, we intend to tackle the quantitative size of
the resource in the future.

4 Conclusion

In this paper, we have provided details on the pro-
cess of building a lexical resource of French that
contains a high level of detail wrt. the lexical-
semantic and ontological analysis of the verbal do-
main, with focus on the interplay between syntac-
tic, lexical-semantic and ontological information.

In addition to motivating the necessity of a high
level of detail in the modelling of this knowledge,
we have presented ongoing efforts in designing an
ontology of occurrents and, finally, outlined the
potential of the resulting resource for use in com-
putational scenarios.
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